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Esta edigdo da poliTICs traz quatro textos que debatem os resultados da consulta do CGl.br sobre
regulacao de plataformas digitais no Brasil, realizada em 2023. A consulta originalmente recebeu
um total de 1.336 contribui¢cdes de pessoas e organiza¢des dos quatro setores que compdem o
CGl.br (setor governamental, terceiro setor, setor empresarial e comunidade cientifica e
tecnolégica). Em seguida, o CGl.br publicou um relatério de sistematizacdo dos resultados, para
apresentd-los de forma mais acessivel e sintética. No entanto, as extensas contribui¢des dadas pela
sociedade brasileira permitem diversas interpretaces e analises por metodologias diversas, que
podem ser exploradas por novos autores.

Uma nova chamada de contribuicdes foi entao realizada pelo CGl.br, em parceria com o Nupef,
com o objetivo de publicar os textos melhor avaliados, em um processo de revisao por pares, na
revista poliTICs. Das mais de 60 contribuicdes, 14 artigos foram aprovados e selecionadas para
publicacdo da edicdo 40. Devido ao tamanho para publicacdo impressa, a edicdo especial da
poliTICs foi publicada em dois volumes com o apoio do CGl.br. Os artigos restantes seguirdo sendo
analisados pela equipe editorial da poliTICs para futura publicacdo conforme o interesse das/os
autoras/es.

O Nupef decidiu selecionar mais quatro artigos para a edi¢do 41, e planeja criar um espaco no site
da revista para acomodar todas as outras contribuices, desde que autorizadas pelos/as
autores/as. Abaixo um resumo dos artigos:

Educacdo e Capacitagdo para Regulagdo Digital: O Papel das Instituicbes na Formagdo de
Especialistas

Rodrigo Moreira dos Santos

O estudo investiga as lacunas na capacitagao profissional e apresenta propostas praticas para
fortalecer a regulacdo digital no Brasil. A pesquisa destaca a necessidade de curriculos
interdisciplinares que integrem tecnologia, direito e ética, bem como programas de certificacdo e
parcerias publico-privadas para expandir o acesso ao conhecimento especializado.

Transparéncia de Dados em Conteudos de Interesse Publico: Propostas de Regulag¢do para
Plataformas Digitais no Brasil

Eliandro Jeovane Natal da Silva

O artigo explora a necessidade de maior transparéncia de dados em conteldos de interesse
publico nas plataformas digitais, regulamentacdes mais claras e rigorosas sobre o uso de dados
pessoais, e a moderacao de conteudo. Com base na andlise das contribui¢cdes da consulta publica
do CGl.br (2023), propGe-se a implementacdo de uma governanga mais robusta e transparente,
que deve incluir regulagdes precisas e rigorosas sobre o uso de dados pessoais e a moderagao de
conteudo, assegurando o equilibrio entre interesses comerciais e a prote¢ao dos direitos
fundamentais dos usuarios.

Midias sociais, regulagdo processual e dever de cuidado: evidéncias empiricas do debate no Brasil
Ivar Hartmann, Ramon Costa, Bruno Oliveira

Investiga a regulagao de plataformas digitais no Brasil, com foco na discussao do dever de cuidado
nesse contexto. Analisa como essa abordagem é apresentada e debatida na consulta publica do
CGl.br e na audiéncia publica do STF sobre a constitucionalidade do art. 19 do Marco Civil da
Internet. Os resultados demonstram o estado incipiente do debate sobre o dever de cuidado em
plataformas e a importancia de um processo regulatdrio para plataformas digitais que equilibre a



liberdade de expressdao com a prevengao de danos e a protec¢do do usudrio.
Ataques a democracia no Brasil, uma andlise da repercussdo do 8 de janeiro
Rita Paulino, Ivone Rocha, Adriano Madureira, Marcos Seruffo

Apresenta uma pesquisa realizada na rede social X (ex-Twitter) que investiga a repercussao, por
esse canal, dos atos de invasdo no Congresso Nacional, Supremo Tribunal Federal (STF) e Palacio
do Planalto, em Brasilia (DF), no dia 8 de janeiro de 2023. O estudo relata métodos digitais
diferenciados para entender o contexto do fato investigado desde a coleta de dados com os termos
emblematicos que foram mais divulgados durante as coberturas jornalisticas no Brasil.

Esta edicdo também inclui um relato minucioso do professor Charles Mok, de Stanford, sobre o
surgimento do DeepSeek -- o sistema de inteligéncia artificial (IA) em cédigo aberto originario da
China que causou um terremoto (técnico e econémico) no espacgo de desenvolvimento dos
chamados "large language models" (LLMs), uma nova etapa do avanco dos sistemas de inteligéncia
artificial. O artigo foi escrito no inicio de 2025. Desde entdo, o avanc¢o do DeepSeek (e dos outros
sistemas similares) tem sido excepcional e abrangendo cada vez mais todos os campos de
conhecimento, mas o texto do professor Mok é referéncia essencial para entender como se deu
esse processo.

Desde o inicio de 2025, o DeepSeek tem sido o foco de aten¢ao dentro e fora da comunidade de
IA. Comparacdes entre ele e outros LLMs hoje populares (como Claude, Gemini, GPT e Llama)
mostram que esta variante dos LLMs esta basicamente a altura de todos os outros. DeepSeek
demonstrou precisdo superior a do ChatGPT e Gemini na resolucdo de complexos problemas
matematicos.? No campo da cria¢do de software, utilizando uma das linguagens mais adotadas na
programacdo Web, o DeepSeek demonstrou "maior precisdo na geracao de cddigo Python,
frequentemente exigindo menos tentativas, o que sugere uma vantagem na resolucdo algoritmica
de problemas."?

DeepSeek é hoje usado em aplicagdes em saude, educagdo, produgao de software, resolugdo de
problemas matematicos, aplicacdes em midia etc, tal como outros chatbots. O impacto maior, no
momento, é o fato de o software ser de cédigo aberto e sem custo significativo para o usudrio, o
que desequilibra e pde em grave risco o modelo de negdcios dos LLMs, com rumores fortes de
colapso de mais uma bolha, reminiscente da crise das "dot.com" no ano 2000.

Cabe aqui uma digressdo sobre os conceitos de inteligéncia artificial (IA), modelos de linguagem, e
a dicotomia entre linguagem e percep¢dao humana. Citando uma contribuicdo de varios autores
liderados por Dan Hendricks na definicdo da IA:

"A Inteligéncia Artificial Geral (IAG) é uma IA que pode igualar ou superar a versatilidade e a
proficiéncia cognitiva de um adulto bem-educado. Essa defini¢do enfatiza que a inteligéncia
geral requer ndo apenas desempenho especializado em dominios especificos, mas a
amplitude (versatilidade) e a profundidade (proficiéncia) de habilidades que caracterizam a
cognicdo humana. Para operacionalizar essa definicdo, devemos observar o Unico exemplo
existente de inteligéncia geral: os humanos. A cognicdo humana ndo é uma capacidade
monolitica; é uma arquitetura complexa composta por muitas habilidades distintas
aprimoradas pela evolugdo. Essas habilidades possibilitam nossa notavel adaptabilidade."3

Como destaca Benjamin Riley, uma caracteristica comum aos chatbots é que sao modelos de
linguagem, baseados na coleta macica de dados linguisticos, organizados em palavras ou partes de
palavras denominadas "tokens", e na busca de correlagdes entre elas a partir de comandos de

1 Tianchen Gao et al, "A Comparison of DeepSeek and Other LLMs", arXiv:2502.03688v2 [cs.CL] 26 Feb 2025.

2 Md Motaleb Hossen Manik, "ChatGPT vs. DeepSeek: A Comparative Study on Al-Based Code Generation",
Department of Computer Science, Rensselaer Polytechnic Institute (RPI), n/d.

3 Dan Hendricks et al., "A Definition of Artificial General Intelligence", https://arxiv.org/abs/2510.18212v3



consulta. Humanos usam um idioma para comunicar os resultados de nossa capacidade de
raciocinar, formar abstragdes e produzir generalizagGes -- o que definimos como nossa inteligéncia.
O idioma é um instrumento para expressar nossa capacidade de pensar. Em sintese, diz Riley:

"Os LLMs sdao simplesmente ferramentas que emulam a fungdo comunicativa da linguagem,
ndo o processo cognitivo separado e distinto de pensar e raciocinar, independentemente de
quantos datacentros construamos. Usamos a linguagem para pensar, mas isso nao faz da
linguagem o mesmo que pensamento."*

Assim, os LLMs estdo longe de cobrir a amplitude, dindmica e diversidade da inteligéncia humana.
No atual paradigma dos LLMs, jamais cobrirdo.

A edicdo também inclui uma minuciosa analise do Dr Wolfgang Kleinwachter (publicada
originalmente em inglés na revista online CircleID>) sobre o processo e os resultados sintetizados
no documento final do encontro de avaliacdo de 20 anos da Cupula Mundial sobre a Sociedade da
Informacdo, em dezembro de 2025 (CMSI+20/WSIS+20), incluindo o Férum de Governanca da
Internet (FGI/IGF).

Os 20 anos desde o primeiro FGI ndo tinham estabelecido alguns critérios fundamentais para sua
continuidade e eventual aprofundamento. Mantido ao longo de todo esse periodo de duas
décadas como um evento ndo permanente e sem garantias de financiamento de sua estrutura
administrativa basica, o FGI entretando estimulou a criacdo de dezenas de processos nacionais e
regionais de discussao sobre a governanca da Internet.

Em 2025 eram contabilizados mais de 180 féruns nacionais e regionais de governanca da Internet
(NRIs) ativos em todo o mundo. O secretariado do FGI reconhecia, em abril de 2025, mais de 176
iniciativas nas cinco regiées da ONU. Esses foruns fornecem perspectivas locais e regionais cruciais
para o didlogo global sobre governanca da Internet, operando de forma independente, mas de
acordo com os principios fundamentais do FGI de serem multissetoriais, abertos e participativos.
Essa teia internacional de iniciativas é uma das principais razdes que justifica a permanéncia do
FGI.

Boa leitural

4  Benjamin Riley, "Large language mistake", 25-11-2025, em https://www.theverge.com/ai-artificial-
intelligence/827820/1arge-language-models-ai-intelligence-neuroscience-problems.
5 https://circleid.com/posts/wsis20-a-small-light-of-hope-in-a-darkening-political-landscape



Educagao e Capacitagao para Regulagao Digital: O Papel das
Institui¢does na Formagao de Especialistas

Rodrigo Moreira dos Santos
26-11-2024

Resumo

A era digital trouxe novos desafios a governanca e a protecdo de dados, exigindo a¢ées
integradas para garantir que a tecnologia seja usada de maneira ética e transparente. Este
estudo, fundamentado nos dados da consulta publica do CGl.br sobre regulacdo de
plataformas digitais, investiga as lacunas na capacitacao profissional e apresenta propostas
praticas para fortalecer a regulagao digital no Brasil. A pesquisa destaca a necessidade de
curriculos interdisciplinares que integrem tecnologia, direito e ética, bem como programas
de certificagdo e parcerias publico-privadas para expandir o acesso ao conhecimento
especializado. Inspirado em modelos internacionais como o GDPR, na Unido Europeia, e os
frameworks do NIST, nos Estados Unidos, o trabalho explora como essas experiéncias podem
ser adaptadas a realidade brasileira, promovendo soberania digital e reduzindo a
dependéncia de tecnologias estrangeiras. Conclui-se que a capacitacao profissional é
essencial ndo apenas para atender as exigéncias legais, mas para construir um mercado mais
ético e competitivo, proteger os direitos dos cidadaos e posicionar o Brasil como lider em
regulacao digital na América Latina.

Palavras-chave: capacitacao profissional; regulagao digital; protecao de dados; soberania
digital; governanca ética.

Introducao

A transformacao digital esta remodelando os pilares que sustentam a sociedade
moderna, afetando de maneira profunda as relacdes econémicas, sociais e politicas. As
plataformas digitais, protagonistas desse processo, oferecem beneficios significativos,
como inovacdo tecnolégica, novas oportunidades de negdcios e maior conectividade
global. No entanto, essas mesmas plataformas trazem consigo desafios criticos que
afetam diretamente a privacidade, a seguranca e a soberania dos dados pessoais. O
Brasil, com a implementacao da Lei Geral de Protecdo de Dados (LGPD), deu um
importante passo para estabelecer diretrizes de protecdo e governanga digital, mas
enfrenta barreiras estruturais e educacionais que dificultam a aplicacdo eficaz dessa
legislacdo em um cendrio de rapida evolugdo tecnolégica.

Este estudo, baseado nas contribui¢des da consulta publica do CGl.br sobre regulacao de
plataformas digitais, revela lacunas substanciais na formacao de profissionais capazes de
implementar e monitorar regulacoes digitais de forma eficiente. As conclusoes da
pesquisa destacam a auséncia de curriculos interdisciplinares que integrem tecnologia,
direito e ética, e apontam para a necessidade de programas de certificagdo e parcerias
publico-privadas como caminhos essenciais para capacitacdo. Ao mesmo tempo,
modelos internacionais, como o GDPR, na Unido Europeia, e os frameworks do NIST, nos
Estados Unidos, oferecem exemplos inspiradores de como unir regulacao e educagao
para construir um ambiente digital mais ético e transparente. Este artigo busca nao
apenas explorar essas referéncias, mas adaptda-las a realidade brasileira, propondo agdes



estratégicas para que o pais consolide sua soberania digital, proteja os direitos dos
cidadaos e fortaleca sua posicdo como lider em regulacdo digital na América Latina.

Metodologia

Este estudo fundamenta-se nos dados obtidos pela consulta publica promovida pelo
Comité Gestor da Internet no Brasil (CGl.br) em 2023. A consulta reuniu contribuicdes
de quatro setores principais - governamental, empresarial, terceiro setor e comunidade
cientifica - sobre a regulacao de plataformas digitais. O objetivo principal desta analise
foi identificar as principais lacunas e demandas relacionadas a capacita¢ido profissional e
propor solu¢des concretas para fortalecer a regulacao digital no Brasil.

Coleta e Organizacao dos Dados

Os dados, disponibilizados nos formatos CSV e JSON, foram acessados no portal oficial do
CGL.br. Ap6s o download, as contribui¢des foram organizadas e preparadas para analise.
O conjunto passou por uma etapa de limpeza para eliminar entradas duplicadas e
irrelevantes, garantindo a qualidade das informacgdes utilizadas.

Grafico 1: Participagao por Setor na Consulta Publica
Para contextualizar a origem das contribuicdes, o grafico abaixo ilustra a participacdo relativa
dos setores na consulta publica:
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Classificacdo Tematica
A analise das contribui¢des baseou-se na identificacdo de categorias principais, como:

e Lacunas na capacitagdo profissional.



e Propostas para desenvolvimento de curriculos interdisciplinares.
o Demandas por parcerias publico-privadas.
e Sugestdes para protecdao de dados e soberania digital.

Essas categorias foram escolhidas com base na relevancia para o tema do artigo e na
frequéncia das mencgdes nas contribuicdes. Cada uma foi subdividida em subcategorias
especificas, como auditoria de compliance, privacidade infantil e transparéncia.



Grafico 2: Distribuicao das Contribuigdes por Categoria
A distribuicdo das contribui¢cdes entre as categorias identificadas estd representada no
grafico a seguir:
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Analise Qualitativa e Quantitativa
ApOs a categorizacgdo, foi realizada uma andlise qualitativa para identificar padrdes e

tendéncias nas contribui¢des. Palavras-chave como "capacitacao”, "regulacdo” e
"privacidade” foram utilizadas para guiar essa etapa. Além disso, uma analise
quantitativa mediu a frequéncia de termos nas categorias, permitindo um mapeamento

das prioridades da sociedade.

Grafico 3: Frequéncia de Palavras-chave nas Contribuigoes
Abaixo, apresentamos a frequéncia dos termos mais mencionados pelos participantes da
consulta:



Distribuicao das Contribuicoes por Categoria

Sugestdes para protecdo de dados e soberania digital

Demandas por parcerias publico-privadas

Lacunas na capacitagao profissional

Propostas para curriculos interdisciplinares

Cruzamento com Modelos Internacionais
Para enriquecer a analise, foram revisadas praticas internacionais bem-sucedidas, como:

e 0O Regulamento Geral de Prote¢do de Dados (GDPR) na Unidao Europeia, com foco
em treinamentos voltados a privacidade e compliance.

e Frameworks do NIST nos Estados Unidos, que promovem educacdo e treinamento
para seguranca e governanca digital.

Sintese e Interpretacio dos Resultados

Os dados analisados foram sintetizados em tabelas e graficos para facilitar a
interpretacdo. Essas visualizacdes embasaram as discussodes e propostas apresentadas
ao longo do artigo.

Discussao

A analise das contribui¢des recebidas na consulta publica do CGL.br revelou um
panorama detalhado sobre os desafios e oportunidades relacionados a capacita¢ao
profissional em regulacdo digital no Brasil. Esta secdo explora as lacunas identificadas,
apresenta propostas concretas e discute como esses achados podem contribuir para a
construcdo de um ecossistema regulatério eficiente, ético e alinhado as demandas da
sociedade brasileira.

Lacunas na Capacitacao Profissional

Um dos pontos mais destacados nas contribuig¢des foi a insuficiéncia de programas
especificos voltados a formacgao de especialistas em regulacdo digital. Muitos
participantes apontaram que o sistema educacional brasileiro, em geral, ndo aborda
temas como protecdo de dados, auditoria de compliance e governanca digital de maneira
estruturada. Essa lacuna impacta diretamente a aplicacdo de legislacoes como a LGPD e
enfraquece a capacidade do pais de responder aos desafios impostos pela rapida
evolucdo tecnoldgica. Além disso, foi identificado que a formagao disponivel atualmente
¢ altamente segmentada, com profissionais de tecnologia recebendo pouca ou nenhuma



instrucdo sobre aspectos legais e éticos, enquanto especialistas em direito muitas vezes
carecem de entendimento técnico sobre as operacdes de plataformas digitais. Essa
desconexdo dificulta uma abordagem integrada e colaborativa na aplicacdo das normas
regulatorias.

Propostas Baseadas nas Contribuicoes
1. Desenvolvimento de Curriculos Interdisciplinares

A construgio de curriculos interdisciplinares é uma das propostas mais relevantes para
enfrentar as lacunas identificadas na capacitacdo profissional em regulagao digital. Esses
curriculos devem transcender as abordagens tradicionais, integrando disciplinas de
tecnologia, direito, ética e governanca digital. A ideia é preparar profissionais com uma
visdo holistica, capazes de compreender ndo apenas os aspectos técnicos das
plataformas digitais, mas também as implicagdes legais e éticas associadas. Ao incluir
fundamentos de protecao de dados e privacidade, esses programas educacionais
oferecem aos alunos uma base so6lida para entender a importancia da LGPD e outras
regulamentagdes globais, como o GDPR. Além disso, a introducdo de andlises de risco e
auditorias de compliance como componentes centrais do curriculo capacita os futuros
especialistas a identificar falhas e propor solu¢des eficazes em um ambiente de rapida
evolucdo tecnolégica. Estudos de caso sdo outro elemento essencial. Ao explorar
situagdes reais de aplicacdo da LGPD e outras legislacdes, os alunos podem visualizar os
desafios e as complexidades do mundo real. Essa abordagem pratica ndo apenas
enriquece o aprendizado, mas também promove uma capacidade critica e inovadora de
pensar solugdes que antecipem desafios futuros. Finalmente, o uso de ferramentas
tecnolégicas, como plataformas de monitoramento e controle de dados, prepara os
alunos para atuar diretamente no mercado. Aprender a utilizar essas tecnologias
durante a formacgdo académica reduz a curva de aprendizado nas empresas e fortalece o
alinhamento entre os profissionais e as demandas do setor.

2. Parcerias Publico-Privadas

A colaboracgado entre universidades, 6rgaos governamentais e empresas de tecnologia é
um elemento central para o fortalecimento da capacitagcao em regulacao digital no Brasil.
Parcerias publico-privadas (PPPs) oferecem uma oportunidade unica de unir expertise
pratica e recursos financeiros do setor privado com a missdo educativa e inclusiva das
institui¢cdes publicas. Essa sinergia pode acelerar a formacdo de profissionais
qualificados e criar solu¢des adaptadas as demandas especificas do mercado e da
sociedade. Por meio dessas parcerias, programas especializados de treinamento podem
ser financiados e desenvolvidos, garantindo acesso a recursos de ultima geracao e a
metodologias avancadas de ensino. As empresas de tecnologia, por exemplo, podem
contribuir com cases reais de auditorias e conformidade, enquanto os érgaos
governamentais oferecem o contexto regulatdrio necessario para preparar os alunos
para desafios praticos. Além disso, as PPPs podem fomentar estagios e experiéncias
praticas, inserindo os futuros especialistas em cenadrios reais de aplicacdo, onde possam
atuar diretamente no monitoramento, controle e auditoria de plataformas digitais. Outro
beneficio importante dessas parcerias é a possibilidade de criar ferramentas
educacionais baseadas em casos concretos. Plataformas simuladas que replicam
ambientes de regulacdo, como auditorias virtuais de plataformas digitais, permitem que
os alunos vivenciem situagdes reais de trabalho em um ambiente controlado. Essas
simulacdes ndo apenas melhoram o aprendizado, mas também garantem que os



profissionais entrem no mercado com experiéncia pratica relevante. Mais do que uma
iniciativa educativa, as parcerias publico-privadas tém o potencial de criar um ciclo
virtuoso. O setor privado, ao compartilhar suas melhores praticas, contribui para a
formacao de profissionais mais capacitados, enquanto as instituicdes publicas garantem
que esses programas sejam acessiveis e alinhados aos interesses coletivos. Essa
abordagem inclusiva amplia o alcance da capacitacdo, permitindo que profissionais de
diferentes regides e contextos socioecondémicos tenham acesso a oportunidades de
qualificacdo e desenvolvimento.

3. Programas de Certificacdo

A criagdo de programas de certificagdo nacionais é uma estratégia essencial para
preencher as lacunas de capacitacdo em regulagao digital no Brasil. Certificagdes
especificas ndo apenas estabelecem padroes claros de exceléncia, mas também garantem
que os profissionais estejam preparados para atender as demandas do mercado e as
exigéncias legais, como a implementacao da LGPD. Essas certificacdes sdo especialmente
relevantes em um cendrio onde a qualificacdo técnica e pratica é fundamental para lidar
com as complexidades das plataformas digitais.

Certificacdes nacionais podem ser projetadas para atender diferentes niveis de
experiéncia e complexidade. Profissionais em inicio de carreira podem acessar modulos
basicos que introduzem conceitos de prote¢do de dados, auditoria de compliance e
governanga digital. Ja para especialistas mais experientes, os programas podem incluir
topicos avancados, como privacidade infantil, transparéncia e auditorias aprofundadas.
Essa estrutura progressiva cria um pipeline de desenvolvimento profissional que
beneficia tanto os individuos quanto as organiza¢des que os empregam. Além disso,
certificacOes especificas para setores ou tematicas prioritarias, como transparéncia no
uso de dados e segurang¢a em plataformas voltadas para criancas, foram amplamente
sugeridas nas contribuicdes da consulta publica.

Esses programas ajudam a atender demandas especificas do mercado e alinham os
profissionais as necessidades de areas criticas. Ao integrar certificagcdes reconhecidas
tanto pelo governo quanto pelo setor privado, o Brasil pode criar um sistema
padronizado que valorize a qualificacdo e promova a confianca nas competéncias dos
profissionais certificados. O impacto das certificacdes vai além da qualificacao técnica.
Elas reforcam a credibilidade dos profissionais e das empresas que contratam seus
servicos, promovendo uma cultura de responsabilidade digital e conformidade. No longo
prazo, essas iniciativas podem aumentar a competitividade do mercado brasileiro,
criando profissionais capazes de se destacar globalmente e atrair investimentos
internacionais em tecnologia e regulacdo. Ao estabelecer certificagdbes como um pilar
central da capacitacao em regulacao digital, o Brasil ndo apenas responde as demandas
regulatorias atuais, mas também se posiciona estrategicamente para enfrentar os
desafios futuros da era digital. Essa abordagem cria uma base sélida para a construcao
de um ecossistema tecnoldégico mais ético, inovador e alinhado com os direitos dos
cidadaos.

Modelos Internacionais Inspiradores

A experiéncia internacional oferece valiosas li¢des para o desenvolvimento de uma
estratégia robusta de capacitacdo em regulacdo digital no Brasil. Modelos como o
Regulamento Geral de Protecdo de Dados (GDPR), na Unido Europeia, e os frameworks
do National Institute of Standards and Technology (NIST), nos Estados Unidos, sdo



exemplos de como politicas bem estruturadas, associadas a programas de formacao,
podem promover avangos significativos em governanca digital.

0 GDPR, implementado em 2018, tornou-se uma referéncia global para protecdo de
dados e privacidade. Além de estabelecer um marco regulatério rigoroso, impulsionou a
criacdo de uma ampla rede de treinamentos e certificagdes voltadas para compliance.
Universidades e institui¢cdes na Europa integram o GDPR em curriculos
interdisciplinares, oferecendo cursos que combinam teoria e pratica. Treinamentos
modulares sdo ajustados para diferentes setores econémicos, permitindo que empresas
e profissionais desenvolvam competéncias especificas para atender as exigéncias
regulatorias. Ferramentas praticas de auditoria de compliance, baseadas nos principios
do GDPR, também tém sido amplamente utilizadas, fortalecendo a capacidade de
supervisdo e governanca de dados.

Nos Estados Unidos, o NIST promove frameworks reconhecidos mundialmente, como o
Cybersecurity Framework, que fornece diretrizes claras para gerenciar riscos digitais e
implementar boas praticas de seguranca. O NIST também desenvolve programas de
capacitagdo acessiveis, incluindo workshops e materiais educativos que abrangem desde
fundamentos de seguranca cibernética até a governanca de privacidade. Essa abordagem
pratica e acessivel democratiza o conhecimento técnico, permitindo que organizagdes de
diferentes portes implementem politicas robustas de regulacdo e prote¢do de dados.

Embora os contextos europeu e norte-americano apresentem diferencas culturais e
regulatorias em relacdo ao Brasil, ambos oferecem elementos que podem ser adaptados
arealidade brasileira. O desenvolvimento de curriculos interdisciplinares, inspirado pelo
GDPR, e a criacdo de frameworks acessiveis e aplicaveis, como os do NIST, sdo estratégias
viaveis para enfrentar os desafios da capacitacdao em regulacdo digital no Brasil. Esses
modelos internacionais destacam a importancia de combinar regulacdo e capacitacdo
como pilares complementares. Ao integrar as melhores praticas globais com as
demandas especificas do Brasil, é possivel construir uma base educacional e regulatéria
que fortaleca a governanca digital, proteja os direitos dos cidadaos e promova a
soberania tecnolégica do pais.

Oportunidades e Desafios para o Brasil

O cendrio brasileiro apresenta caracteristicas unicas que demandam adaptacoes
cuidadosas das praticas internacionais para maximizar o impacto das iniciativas de
capacita¢do em regulacdo digital. Embora o pais tenha avangado na implementacgdo de
legislacdes como a LGPD, a efetividade dessa regulacdo depende da superacao de
desafios estruturais e da exploragao de oportunidades especificas que podem posicionar
o Brasil como lider regional e global em governanca digital. Uma das principais
oportunidades estd na acessibilidade dos programas educacionais. Ao integrar
tecnologia em curriculos e utilizar plataformas digitais para ensino a distancia, é possivel
expandir o alcance da capacita¢do para regioes remotas e populagdes historicamente
excluidas do acesso a uma educacgdo de qualidade.

Essa abordagem ndo apenas reduz desigualdades regionais, mas também cria um
mercado de trabalho mais diversificado, onde profissionais de diferentes contextos
podem contribuir de maneira significativa para a regulagdo digital. Outro aspecto crucial
é o potencial do Brasil para liderar a regulacado digital na América Latina. A construgao
de parcerias regionais pode promover o intercimbio de conhecimento e a padronizacao



de praticas regulatorias, fortalecendo a posicao do pais como referéncia na protecdo de
dados e no desenvolvimento de solug¢des locais.

Essa lideranca regional é fundamental para enfrentar desafios compartilhados, como a
dependéncia de tecnologias estrangeiras e a vulnerabilidade a infraestruturas criticas
controladas por empresas internacionais. Entretanto, a soberania digital é um dos
maiores desafios enfrentados pelo Brasil. A forte dependéncia de plataformas e
tecnologias estrangeiras limita a autonomia nacional e aumenta os riscos de exposi¢do a
legislacOes e interesses externos. Para enfrentar essa questao, é essencial incentivar a
pesquisa e o desenvolvimento de solugdes tecnolégicas locais, promovendo a criacdo de
ferramentas e plataformas adaptadas as necessidades brasileiras. O investimento em
inovacdo e a criacdo de ecossistemas tecnologicos autossuficientes sdo passos
fundamentais para garantir a independéncia tecnolégica do paifs.

Além disso, a falta de integracdo entre academia, setor publico e setor privado continua
sendo um obstaculo para o progresso em regulacéo digital. E necessario criar um
ambiente colaborativo onde universidades desenvolvam curriculos alinhados as
demandas do mercado, o governo atue como facilitador e regulador, e as empresas
contribuam com expertise pratica. Essa sinergia pode acelerar o desenvolvimento de
solucoes eficazes para os desafios regulatdrios e garantir que a capacitacdo atenda as
necessidades atuais e futuras. Por fim, o Brasil enfrenta o desafio de preparar-se para
questdes emergentes, como o impacto da inteligéncia artificial, a desinformacao e o
avanco de tecnologias descentralizadas. Essas novas dinamicas demandam uma
abordagem educacional e regulatéria flexivel, que ndo apenas reaja as mudancas, mas
também antecipe tendéncias e inovagdes. O pais tem a oportunidade de construir um
modelo de regulacdo digital que ndo apenas atenda as suas necessidades internas, mas
também sirva como referéncia para outras na¢des em busca de equilibrio entre
tecnologia, ética e governanca. Ao combinar inovagao, inclusio e soberania, o Brasil pode
transformar esses desafios em oportunidades para liderar a era digital com
responsabilidade e visdo estratégica. Essa abordagem cria as bases para um futuro onde
a tecnologia seja utilizada de forma ética, sustentavel e alinhada aos interesses da
sociedade.

Impacto Esperado

A implementagdo das propostas apresentadas neste artigo promete transformar
significativamente o cendario da regulacdo digital no Brasil. Ao priorizar a capacitacao
profissional e a construcdo de um ecossistema regulatorio robusto, o pais pode
consolidar um modelo de governanga digital eficiente, ético e inclusivo. Um impacto
central € o fortalecimento da confianga da sociedade nas plataformas digitais e nos
mecanismos de prote¢do de dados.

Profissionais mais qualificados, alinhados as exigéncias da LGPD, permitirdo praticas de
coleta e uso de informacgdes pessoais mais transparentes e seguras. Isso garante que os
cidadaos sintam-se protegidos e empoderados em suas interagdes digitais, enquanto as
empresas, ao cumprirem as normas com rigor, conquistam credibilidade em um
mercado competitivo e cada vez mais exigente. A qualificagdo técnica também
impulsiona a criacdo de um mercado mais ético e equilibrado.

Por meio de programas de certificacdo e parcerias publico-privadas, pequenos negécios
e grandes corporacgoes terdo acesso igualitario a treinamentos e ferramentas que lhes
permitam implementar praticas de compliance de maneira eficaz. Além disso, a presenca
de profissionais devidamente capacitados aumenta a atratividade do Brasil para



investidores estrangeiros, consolidando o pais como um centro de exceléncia na
regulagdo digital na América Latina. No campo educacional, a inclusdo de disciplinas
interdisciplinares nas universidades, combinada com a oferta de programas de ensino a
distancia e treinamentos acessiveis, expande o alcance da capacitacdo para regides e
grupos que historicamente tiveram menos acesso a oportunidades de qualificacdo.

Isso contribui para a reducao de desigualdades regionais e socioeconémicas,
diversificando o mercado de trabalho e fortalecendo setores criticos da economia digital.
Outro efeito estratégico das propostas é o fortalecimento da soberania digital do Brasil.
0 incentivo ao desenvolvimento de tecnologias nacionais e a reducdo da dependéncia de
plataformas estrangeiras criam um ambiente de maior autonomia tecnolégica.

Com isso, o pais fortalece sua infraestrutura critica e se posiciona como um lider global
em regulacdo digital, capaz de moldar padrdes regionais na América Latina. Além disso,
o Brasil estard mais bem preparado para enfrentar desafios futuros, como a governanca
da inteligéncia artificial, o combate a desinformacao e a regulacdo de tecnologias
emergentes. A capacitacdo continua de profissionais especializados permitira que o pais
antecipe tendéncias e lide com mudancas tecnolégicas de forma proativa, garantindo que
a evolucdo digital esteja sempre alinhada a protecao dos direitos dos cidadaos e a
promocdo da ética no uso da tecnologia.

Ao investir em capacitacao e regulacao digital, o Brasil ndo apenas atende as demandas
atuais, mas cria as condi¢des para um futuro onde a inclusao, a transparéncia e o
respeito aos direitos individuais sejam prioridades. O impacto esperado é um pais mais
autdonomo e competitivo, capaz de liderar a era digital com responsabilidade e visdo
estratégica, colocando a protecdo e o bem-estar dos cidadaos no centro de sua
governanca tecnolégica.

Conclusao

Um dos grandes desafios da era digital é a regulacdo das plataformas digitais, exigindo
acdes coordenadas que alinhem tecnologia, ética e protecdo de direitos. Este estudo, com
base nos dados da consulta publica do CGl.br, evidenciou que a capacitacdo profissional é
o pilar indispensavel para alcan¢ar uma governanca digital eficiente no Brasil. A
formacao interdisciplinar, combinando tecnologia, direito e ética, e a implementacao de
programas de certificacdo e parcerias publico-privadas emergem como estratégias
cruciais para suprir lacunas identificadas e promover um ambiente regulatério robusto e
inclusivo. Além disso, o incentivo a pesquisa e ao desenvolvimento de tecnologias locais
€ essencial para reduzir a dependéncia de solugdes estrangeiras e fortalecer a soberania
digital do pais.

Ao investir em capacitacao, o Brasil ndo apenas atende as demandas da LGPD, mas
também cria condi¢des para um mercado mais ético, competitivo e alinhado as
necessidades dos cidadaos. A implementagdo das propostas discutidas - incluindo
curriculos inovadores, certificagdes e parcerias estratégicas — permite que o pais
enfrente com eficacia desafios emergentes, como a inteligéncia artificial e a
desinformacgdo, enquanto protege os direitos dos individuos e garante transparéncia nas
praticas digitais. Com a¢des decisivas e coordenadas, o Brasil tem a oportunidade de
transformar os desafios da era digital em um modelo de governanca que coloca a
inclusao, a soberania e o bem-estar coletivo no centro de sua estratégia, posicionando-se
como lider global em regulagao digital.
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Resumo

O crescimento das plataformas digitais apresenta desafios relacionados a privacidade,
transparéncia e governanca ética. O presente artigo explora a necessidade de maior
transparéncia de dados em conteldos de interesse publico nas plataformas digitais,
regulamentacdes mais claras e rigorosas sobre o uso de dados pessoais, e a moderacao de
conteudo. Foi utilizada a consulta publica do Comité Gestor da Internet no Brasil (CGl.br), em
2023, para propor solugdes concretas e alinhadas aos direitos dos usudrios e a inovacao
digital. Discute-se a necessidade de medidas adicionais para garantir a pluralidade de
informacdes, a protecao de dados pessoais, a transparéncia nos processos de moderagao e
pela criacdo de autoridades regulatérias independentes para fiscalizar o cumprimento das
normas e aplicar sang¢des justas, promovendo um ambiente digital mais equitativo. Com
base na analise das contribui¢cdes da consulta publica do CGl.br (2023), propde-se a
implementagao de uma governanga mais robusta e transparente. Esta governanga deve
incluir regulaces precisas e rigorosas sobre o uso de dados pessoais e a moderacdo de
conteudo, assegurando o equilibrio entre interesses comerciais e a protecao dos direitos
fundamentais dos usuarios.

Palavras-chave: regulacdo de plataformas; transparéncia de dados; periodo eleitoral;
governanca de dados; criancas e adolescentes.

Introducao

Com o avango acelerado da tecnologia e a popularizacdo da Internet nas tltimas
décadas, as plataformas digitais tém desempenhado um papel central na disseminacao
de informagdes, na comunicagao social e na vida cotidiana das pessoas. Com este alcance
e influéncia, as praticas adotadas por estas plataformas em relagdo ao uso de dados
pessoais e a moderacdo de conteudo tornaram-se temas de grande relevancia,
especialmente no que diz respeito a transparéncia dessas agoes. A coleta e o uso de
dados pessoais, por exemplo, frequentemente envolvem politicas complexas e pouco
acessiveis, dificultando a compreensao dos usuarios e comprometendo o consentimento
informado (Tufekci, 2014).

A falta de transparéncia nas praticas de moderacdo de contetido e a auséncia de
mecanismos compreensiveis de governanca trazem desafios significativos, como a
manipulacdo de informacgoes, a amplificacao da desinformacao e a promogao de praticas
antiéticas na comunicacdo digital. Estas questdes impactam diretamente a privacidade, a
autonomia e a seguranca dos usuarios (Acquisti; Gross; Stutzman, 2016).

Nesse contexto, o Comité Gestor da Internet no Brasil (CGL.br)! e a Revista PoliTICs?2
langaram uma chamada para artigos cientificos que contribuam ao debate sobre a

1 Comité Gestor da Internet no Brasil. Sobre o CGL.br. Disponivel em: https://www.cgi.br. Acesso em: 12 nov.
2024.

2 poliTICs: revista de estudos sobre governanga, Internet e tecnologia. Disponivel em: https://politics.org.br.
Acesso em: 01 nov. 2024



regulacdo de plataformas digitais no Brasil. Este artigo insere-se nesta iniciativa ao
focalizar na andlise das perguntas e respostas da consulta publica realizada pelo CGL.br
no ano de 2023.

Metodologia

Este estudo adota uma metodologia estruturada e fundamentada em maultiplos
componentes, alinhada as recomendacgdes de autores como Trivifios (1987), Lakatos e
Marconi (1992), e Yin (1992). A pesquisa é classificada como bibliografica e documental,
com base na andlise sistematica de documentos oficiais, artigos académicos e outras
fontes documentais, além de contribui¢des da consulta publica organizada pelo CGI.

Quadro 1 — Desenho metodolégico.

Componentes da | Caracteristicas

E .
metodologia do estudo tapas do artigo

Anadlise de documentos,

Bibliografico e . .
artigos, leis e consulta

Tipo de estudo

documental publica do CGl.br.
Enfoaue da Estudo de caso da Pergunta
q. Qualitativo 31-V da consulta publica do
pesquisa

CGl.br.

Fonte: Os autores (2024).

0 enfoque da pesquisa é qualitativo e inclui a analise da Pergunta 31-V da consulta
publica promovida pelo CGLbr (2023), que aborda “categorias de contetdos de claro
interesse publico que sejam submetidas a mecanismos mais rigorosos de transparéncia”.
Esta pergunta foi selecionada por sua relevancia para compreender as demandas sociais
e as possibilidades de regulamentagdo que promovam maior transparéncia no
gerenciamento de dados e moderacdo de conteudo pelas plataformas digitais.

A partir da analise das respostas a Pergunta 31-V da consulta publica promovida pelo
CGLbr, é possivel identificar categorias de conteudos que, por seu evidente interesse
publico, demandam maior rigor na aplicacdo de mecanismos de transparéncia. Entre
essas categorias, destacam-se:

e Periodos eleitoras, apontado pela contribuicao do Instituto Vero.

e Defesa de direitos de criancas e adolescentes, apontado pela contribuicdo do
Instituto Alana3.

Transparéncia de dados em periodos eleitorais nas plataformas digitais

A contribuicao realizada pelo Instituto Vero* na consulta publica promovida pelo CGl.br
ressalta a necessidade de atengao especial as plataformas digitais durante periodos
eleitorais. De acordo com a instituicdo, esses periodos demandam mecanismos mais
rigorosos de transparéncia devido a influéncia significativa das redes sociais na
formacao de opinido publica e na implementagdo de projetos politicos.

3 Instituto Alana. Sobre o Instituto Alana. Disponivel em: https://alana.org.br. Acesso em: 01 nov. 2024.
4 Instituto Vero. Sobre o Instituto Vero. Disponivel em: https.//institutovero.org.br. Acesso em: 01 nov. 2024.



0 impacto das plataformas digitais nos processos eleitorais tem sido uma preocupacao
crescente, especialmente diante do aumento da desinformacao on-line e de seu uso para
fins de propaganda eleitoral (Mufioz, 2020). No Brasil, o Tribunal Superior Eleitoral
(TSE) Sestabeleceu colaboragoes com as principais plataformas digitais para construir
solugdes para mitigar esses efeitos e garantir elei¢cdes justas e transparentes.

AJustica Eleitoral é responsavel por possibilitar a expressao da vontade dos eleitores,
operacionalizando todos os procedimentos eleitorais para que se desenvolvam em
harmonia e transparéncia, sem que estorvos possam desviar a soberania popular
(Velloso; Agra, 2016). Dessa forma, é de extrema importancia que sejam explorados os
meios de manipulacao de dados existentes nas plataformas digitais atuais para que se
possa refletir sobre a responsabilidade da Justica Eleitoral no uso de redes sociais para
propaganda politica. Portanto, o respeito rigoroso da LGPD e, especialmente da
Resolucao 23.732/2024 do TSE e das que a substituam ou aprimorem, nas campanhas
eleitorais, é essencial para garantir a integridade do processo democratico e a confianca
do eleitorado. O cumprimento das normas de prote¢do de dados ndo apenas assegura a
conformidade legal, mas também preserva os direitos dos eleitores, na condicdo de
titulares dos dados pessoais, evitando manipulagdes indevidas e promovendo um
ambiente eleitoral justo e transparente.

Assim, o inicio do uso das redes sociais nas campanhas eleitorais no Brasil trouxe tanto
avangos quanto desafios. Por um lado, essas plataformas democratizaram o acesso a
informacdo politica e facilitaram o contato direto entre candidatos e eleitores. Por outro,
evidenciaram a necessidade urgente de regulamentacdes mais completas e de uma
educacdo digital abrangente para que o eleitor seja capaz de filtrar e compreender as
informagdes de forma critica. Contudo, essa democratizacdo também requer que o
sistema eleitoral esteja preparado para enfrentar os desafios da transparéncia e da
veracidade das informagdes compartilhadas, a fim de evitar o abuso das plataformas
digitais para a manipulagao do eleitorado.

Transparéncia de dados e protecao de direitos de criancas e adolescentes nas
plataformas digitais

A defesa dos direitos de criangas e adolescentes nas plataformas digitais é um tema de
relevancia, especialmente diante do aumento da exposicao desse publico a conteddos
inadequados e praticas que podem comprometer sua integridade e desenvolvimento. O
Instituto Alana, em sua contribuicdo a consulta publica promovida pelo CGI, enfatiza a
necessidade de mecanismos mais rigorosos de transparéncia para monitorar e mitigar
violacOes aos direitos desse grupo, em conformidade com o artigo 227 da Constitui¢do
Federal, que estabelece a prioridade absoluta na protecao de criancas e adolescentes.

A Lei Geral de Protecao de Dados (BRASIL, 2018), estabelece diretrizes especificas para
a coleta, armazenamento e processamento de dados pessoais de criangas e adolescentes,
reconhecendo sua condi¢do de vulnerabilidade e a necessidade de prote¢do adicional.
Essa legislacao é complementada por esforcos da Autoridade Nacional de Protecdo de

5 BRASIL. Tribunal Superior Eleitoral. Sobre o TSE. Disponivel em: Attps://www.tse.jus.br. Acesso em: 12 nov.
2024



Dados (ANPD)¢, que define normas voltadas para a seguranca e privacidade das
informagdes desse publico, especialmente em plataformas digitais.

Entretanto, a pratica revela desafios quanto a coleta dados pessoais de criancas e
adolescentes. Muitas plataformas digitais coletam dados de criangas e adolescentes sem
transparéncia adequada ou consentimento explicito, contrariando os principios da
LGPD. Isso demanda um esforgo conjunto entre governo, empresas e sociedade civil para
assegurar que os dispositivos legais sejam cumpridos. Além disso, as empresas devem
adotar medidas claras e éticas para informar usudrios e responsaveis sobre como os
dados serao utilizados, reforgando a confianga no ambiente digital (Silva, 2023).

O consentimento parental, exigido pela LGPD, é um elemento central para garantir a
transparéncia no uso de dados de menores. Como apontam Soares e Santos (2021), esse
consentimento deve ser fornecido de forma clara e compreensivel, permitindo que os
responsaveis entendam os propositos e implicagdes do uso das informacdes. Essa
exigéncia reflete um alinhamento com o Estatuto da Crianga e do Adolescente (ECA),”
que adota o principio da protecdo integral e busca mitigar riscos digitais.

Os desafios relacionados ao tratamento de dados no ambiente digital sao amplificados
pelo crescente uso de plataformas digitais por criancas e adolescentes. Segundo Silva e
Souza (2021), o compartilhamento constante de informacdes nesses meios pode
impactar negativamente o desenvolvimento psicolégico e emocional dos menores, ao
mesmo tempo em que expde suas preferéncias e comportamentos a manipulagdes
indevidas. A LGPD procura mitigar esses riscos ao exigir praticas responsaveis e éticas
das empresas, incluindo auditorias regulares e medidas de protecdo robustas.

A pesquisa TIC Kids Online Brasil8 de 2021, conduzida pelo CGI e pelo CETIC.br, reforca
a importancia desse debate ao revelar que 93% das criangas e adolescentes entre 9 e 17
anos no Brasil tém acesso a Internet, sendo que 88% possuem perfis em redes sociais.
Entre as atividades mais comuns, destacam-se o envio de mensagens instantaneas
(78%), pesquisas escolares (71%) e o uso de aplicativos como WhatsApp, Instagram,
TikTok e YouTube. Esse panorama evidencia a necessidade urgente de implementar
mecanismos de transparéncia mais rigorosos para proteger esse publico, como propds o
Instituto Alana.

Proposta para critérios de transparéncia para dados pessoais e moderagao

A transparéncia é um elemento essencial para a governanga ética e responsavel das
plataformas digitais, especialmente no que diz respeito ao uso de dados pessoais e a
moderacao de conteddo. Para promover maior clareza e confianca, é necessario
implementar medidas que contemplem tanto o uso de dados quanto os critérios de
moderacgao. No que se refere aos dados pessoais, as plataformas devem fornecer
informacgdes claras e detalhadas sobre quais dados sdo coletados, como sao utilizados e
com quais finalidades. E fundamental que os usuarios tenham acesso pleno aos seus
dados, incluindo explicagdes sobre os motivos de sua coleta e seu uso em decisoes
algoritmicas. Além disso, as plataformas devem especificar as entidades com as quais

6 BRASIL. Autoridade Nacional de Prote¢cdo de Dados. Sobre a ANPD. Disponivel em:
https://www.gov.br/anpd. Acesso em: 20 nov. 2024.

7 BRASIL. Lei n° 8.069, de 13 de julho de 1990. Estatuto da Crianca e do Adolescente. Disponivel em:
https://www.planalto.gov.br/ccivil 03/leis/I8069.htm. Acesso em: 20 nov. 2024

8 COMITE GESTOR DA INTERNET NO BRASIL. Pesquisa TIC Kids Online Brasil. Disponivel em:
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compartilham esses dados, garantindo que medidas de prote¢do avangadas, como
criptografia de ponta a ponta, controles rigorosos de acesso, detec¢do e resposta a
incidentes em tempo real, bem como atualiza¢des regulares dos sistemas de seguranca,
sejam aplicadas para proteger informacdes sensiveis e que auditorias independentes e
regulares sejam conduzidas, com relatorios acessiveis ao publico.

No contexto da moderacgdo de conteudos, é imprescindivel que as plataformas
publiquem de forma clara os critérios utilizados para moderar e curar conteddos,
incluindo a aplicacdo de sistemas automatizados e revisdes realizadas por especialistas
treinados, responsaveis por analisar e tomar decisoes sobre conteidos que podem
violar as politicas da plataforma, garantindo um olhar critico e contextual sobre o
material publicado. Relatdrios regulares devem apresentar métricas qualitativas e
quantitativas, como o numero de conteidos removidos ou bloqueados e as justificativas
para essas a¢oes. Quando sistemas automatizados sdao usados, é essencial detalhar seu
funcionamento, suas limita¢des e os impactos gerados na curadoria de contetido. As
plataformas também devem implementar medidas especificas para proteger a liberdade
de expressao, especialmente no caso de contetidos de interesse publico, como materiais
jornalisticos e artisticos, e divulgar informagdes sobre solicitagdes governamentais de
remoc¢ao ou restricdo de conteudo.

Outro ponto relevante é a criacdo de mecanismos de recurso acessiveis para os usuarios
contestarem decis0es de moderacao, acompanhados de relatérios sobre os resultados
desses processos. A educagdo dos usudrios também é essencial para ampliar a
transparéncia. Guias e materiais educativos devem ser elaborados para explicar, de
forma clara e didatica, as politicas de privacidade e moderacgao. Por fim, é necessario que
as plataformas disponibilizem relatérios periédicos sobre o cumprimento das diretrizes
de transparéncia, incluindo avaliagdes conduzidas por auditorias independentes, e que
promovam o engajamento de diversos atores, como governos, sociedade civil e
especialistas, na formulagao e na avaliagdo dessas politicas. Essas medidas tém como
objetivo ndo apenas melhorar a governanca digital, mas também fortalecer a confianca e
o empoderamento dos usudrios frente as plataformas digitais.

Proposta de regulacdo para plataformas digitais

As plataformas digitais devem cumprir obrigacdes para garantir a transparéncia e a
responsabilidade em suas operag¢oes, promovendo um ambiente inclusivo, ético e
respeitoso aos direitos humanos. Em primeiro lugar, os termos de servico devem estar
disponiveis na integra nas linguas oficiais e principais de todos os paises em que atuam,
assegurando que os usudrios possam interagir, reportar problemas e apresentar
reclamacdes em sua prépria lingua. E essencial que os sistemas de tradugdo automatica
utilizados sejam rigorosamente controlados para evitar falhas técnicas que prejudiquem
a acessibilidade linguistica. Os relatorios, avisos e processos de recurso devem ser
disponibilizados na lingua preferencial do usuario, garantindo acesso igualitario e eficaz
a informacgdes, especialmente para criancas e pessoas com deficiéncia, com adaptagdes
apropriadas a faixa etdria e as necessidades especificas.

No que diz respeito a protec¢do de criangas, as plataformas devem oferecer condi¢des de
servigco em linguagem apropriada e acessivel, considerando o ponto de vista de um
grupo diversificado de criancas, inclusive aquelas com deficiéncia, para garantir niveis
iguais de acesso a informacdo. Os direitos das pessoas com deficiéncia devem ser
contemplados em todas as interagoes, assegurando que possam compreender e utilizar



os mecanismos de dentncia e recurso, que devem ser eficazes e acessiveis também para
grupos em situagoes de vulnerabilidade e marginaliza¢do. Além disso, as plataformas
digitais devem compreender as condig¢des culturais locais ao responder as reclamacoes,
criando sistemas de denuncia e recurso culturalmente sensiveis, rapidos e faceis de usar,
especialmente para criangas.

As plataformas devem priorizar denuncias de conteddos que representem ameacgas aos
usuarios, como violéncia e assédio, respondendo de forma célere e proporcionando
canais especificos para agravamento de dentncias. E igualmente importante evitar o uso
indevido dos sistemas de denuncia, estabelecendo salvaguardas contra comportamentos
coordenados ndo auténticos. As plataformas devem também implementar mecanismos
de recurso eficazes e confidveis, disponiveis tanto na proépria plataforma quanto em
instancias externas, permitindo que usuarios, ou mesmo terceiros afetados, expressem
suas preocupacgdes e obtenham reparacao adequada. Esses mecanismos devem ser
baseados nos principios de legitimidade, acessibilidade, previsibilidade, equidade,
transparéncia, compatibilidade com direitos humanos e aprendizado continuo.

Sempre que um contetido for removido, restringido ou sujeito a limitacdes, os usuarios
devem ser notificados de forma clara e detalhada, incluindo as razdes para a acao, o
método utilizado (automatizado ou humano) e as regras que embasaram a decisdo. Além
disso, os usuarios devem ter o direito de recorrer de tais decisdes por meio de processos
estruturados e justos. As plataformas devem, ainda, realizar avalia¢des regulares do
impacto de suas politicas, sistemas de moderagdo e abordagens algoritmicas sobre os
direitos humanos, com foco nos riscos enfrentados por mulheres, meninas, jornalistas,
artistas e defensores dos direitos humanos e do meio ambiente. Tais avaliacdes devem
resultar em ajustes de politicas para mitigar riscos sistémicos.

Por fim, as plataformas devem garantir a protecao da privacidade dos usuérios,
utilizando tecnologias avancadas que permitam a analise de dados internos por
pesquisadores externos de forma segura, auxiliando na identificacao de problemas como
a amplificacdo algoritmica de contetidos prejudiciais. Além disso, é fundamental
assegurar o tratamento igualitario de organizag¢des de noticias independentes e proteger
contra o uso abusivo das regras de moderacao e comunica¢do, promovendo um
ambiente digital mais justo, transparente e inclusivo para todos.

Proposta para a criacao de autoridades reguladoras independentes

A criacdo de autoridades regulatérias independentes é essencial para monitorar as
plataformas digitais, assegurar o cumprimento das normas e aplicar san¢bes em caso de
violagdes. Essas autoridades devem operar de forma auténoma e livre de pressdes
econdmicas, politicas ou de outras naturezas, sendo seu mandato e poderes definidos
por lei. A independéncia deve ser garantida tanto em relacdo ao governo quanto as
proprias plataformas, para evitar conflitos de interesse e promover a imparcialidade. As
autoridades regulatdrias devem responder prioritariamente aos drgaos legislativos, que
supervisionam o cumprimento de seus mandatos, enquanto as intervenc¢des estatutarias
dessas entidades devem estar sujeitas a revisao judicial para evitar abusos de poder,
decisOes injustas, preconceituosas ou desproporcionais.

Essas instituicoes devem contar com financiamento adequado e transparente,
proveniente de fontes claras e ndo sujeitas a discricionariedade governamental,
garantindo recursos suficientes para desempenhar suas fun¢des com eficacia. Seus
dirigentes e membros devem ser selecionados por meio de processos participativos,



transparentes, ndo discriminatérios e baseados no mérito. Além disso, é preciso que
relatem anualmente suas atividades a um 6rgao independente, preferencialmente ao
legislativo, e sejam responsabilizados por suas a¢oes. Para evitar o trafico de influéncia,
apo6s o término de seus mandatos, esses profissionais ndo poderao prestar servicos
remunerados ou trabalhar para entidades reguladas por um periodo razoavel.

As autoridades regulatérias independentes devem realizar auditorias periddicas
obrigatorias, conduzidas por entidades externas e imparciais, que avaliem a
conformidade das plataformas digitais com seus cédigos de conduta, politicas e normas
de autorregulacdo. Essas auditorias ndo devem ser financiadas diretamente pelas
plataformas ou entidades da industria para garantir a integridade do processo, ainda
que taxas possam ser impostas para custear tais atividades. Os resultados dessas
auditorias, bem como seus termos, devem ser disponibilizados para comentario publico,
promovendo maior transparéncia e prestacdo de contas.

Além disso, as autoridades devem poder exigir que as plataformas apresentem
relatérios periédicos detalhando a aplicacdo de suas condi¢des de servico e as medidas
adotadas para salvaguardar a liberdade de expressao e o acesso a informacao e
conteudos culturais diversificados. Caso as plataformas ndo cumpram suas politicas ou
normas internacionais de direitos humanos, as autoridades devem adotar medidas
corretivas, emitir recomendacgdes publicas — vinculativas ou ndo — e estabelecer
diretrizes transparentes e adequadas. Essas diretrizes devem estar alinhadas com as
normas internacionais de direitos humanos e devem incluir sangdes especificas para
plataformas que falhem em respeitar suas responsabilidades.

Por fim, as autoridades regulatérias independentes devem ser responsaveis pela criagcdo
de processos de reclamacgdo acessiveis, tanto para usuarios quanto para terceiros
afetados pelas a¢des das plataformas. Esses processos devem assegurar que as violagdes
sejam investigadas e que haja mecanismos claros e confidveis para a aplicacao de
sanc¢oes, promovendo, assim, a transparéncia, a responsabilidade e a protecdo dos
direitos humanos no ambiente digital.

Consideracoées Finais

Os desafios relacionados a regulagdo das plataformas digitais sdo complexos e
demandam uma abordagem multifacetada, que integre principios de transparéncia,
responsabilidade e protecdo dos direitos humanos. A andlise dos textos evidencia a
necessidade urgente de regulamentag¢des complementares para lidar com questoes
como moderacdo de conteiido, concentracdo de mercado, privacidade de dados e
impacto na liberdade de expressao.

Os atuais marcos legais, como a LGPD, oferecem avan¢os importantes, mas permanecem
insuficientes para enfrentar a escala e o impacto das plataformas no ambiente digital. A
proposta de criacdo de autoridades regulatdrias independentes surge como uma solugao
viavel para monitorar e sancionar praticas abusivas, assegurando que as plataformas
digitais operem em conformidade com normas éticas e legais. Além disso, mecanismos
como auditorias externas, relatdrios transparentes e processos acessiveis de reclamacao
sdo indispensaveis para promover a confian¢a e o empoderamento dos usuarios.

As perguntas e respostas analisadas do CGL.br destacam a relevancia de um didlogo
continuo entre governos, sociedade civil, especialistas e as proprias plataformas,
buscando solu¢des que respeitem a diversidade cultural e os direitos individuais. No
entanto, é importante que as plataformas sejam responsabilizadas por suas praticas e



que sejam implementados mecanismos para prevenir abusos de poder e fortalecer a
concorréncia no mercado digital.
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Midias sociais, regulagao processual e dever de cuidado: evidéncias
empiricas do debate no Brasil

Ivar Hartmann, Ramon Costa, Bruno Oliveira
02-12-2024

Resumo: Este artigo investiga a regulacdo de plataformas digitais no Brasil, com foco na
discussao do dever de cuidado nesse contexto. O objetivo é analisar como essa abordagem é
apresentada e debatida na consulta publica sobre regulacdo de plataformas promovida pela
CGl.br e na audiéncia publica do STF sobre a constitucionalidade do art. 19 do Marco Civil da
Internet. A metodologia empregada é a analise documental qualitativa das contribuicdes
nesses foruns, buscando referéncias ao "dever de cuidado". Além disso, ha uma revisao
bibliografica comparando a abordagem centrada no mérito do conteildo com a abordagem
centrada no mérito do procedimento. Os resultados demonstram o estado incipiente do
debate sobre o dever de cuidado em plataformas e a importancia de um processo
regulatdrio para plataformas digitais que equilibre a liberdade de expressao com a
prevencao de danos e a prote¢do do usuario.

Palavras-chave: midias sociais; liberdade de expressdo; dever de cuidado; governanca de
plataformas; regulamentacdo processual

Introducao

E um fato bem conhecido que as plataformas que operam em mercados bilaterais
(Parker et al,, 2016) regulam o comportamento dos usuarios em ambos os lados com um
grau de poder e eficacia comparavel a acdo governamental (Belli e Zingales, 2017). No
caso de plataformas de expressao, como as empresas de midia social, o principal
comportamento que regulam é a expressao. Essa acdo regulatoria das plataformas pode,
a primeira vista, parecer semelhante a autorregulacao tradicional, um modelo que existe
ha décadas (Ogus, 1995). No entanto, difere porque as empresas de midia social ndo
impdem limites a sua propria acdo, mas sim as a¢des de seus usuarios em ambos os
lados do mercado (Hartmann, 2022).

A expressao online é um exemplo perfeito de comportamento humano regulado por
quatro elementos distintos: normas sociais, a lei, 0 mercado e a arquitetura (Lessig,
1998). O principal incentivo das empresas de redes sociais para censurar a expressao,
contudo, é fomentar um ambiente agradavel e familiar, propicio ao aumento da receita
publicitaria (mercado) (Cohen, 2017; Klonick, 2017). Isso leva a casos de censura
excessiva. H4 muitos exemplos notérios: o Facebook, em determinado momento,
removeu fotos de beijos gays (Hudson, 2011); plataformas costumavam remover fotos
de amamentacdo (Locatelli, 2017); a foto da “Menina do Napalm”, uma obra de arte,
também foi censurada (Ibrahim, 2017). A sociedade civil reagiu e garantiu revisdes nas
regras de moderagao ou em sua aplicacdo. Isso demonstra que a moderacgao pode falhar
em ambos os casos: por ser insuficiente ou excessiva. Atualmente, a tendéncia é de
pressao da sociedade civil por uma moderagao mais rigorosa.

Essa é a realidade no Brasil de 2024. Assolado por noticias falsas (Ribeiro e Ortellado,
2018) e discursos de ddio politico (Silva, 2020; Ozawa et al., 2023) (MCI) ( Lemos e
Souza, 2016), o Congresso aprovou o projeto de lei multissetorial (Magalhaes, 2015),
rejeitando a pratica de notificacdo e remogdo de contetido devido aos seus efeitos



inibidores perversos (Seltzer, 2010; Zingales, 2015). O Supremo Tribunal Federal (STF)
também demonstrou disposi¢cao para reprimir as midias sociais (Da Ros e Taylor, 2022)
e comecou a analisar se o art. 19 é uma solugdo constitucional para equilibrar a
liberdade de expressao do usudrio e os direitos das vitimas de conteddo ilegal. Um
processo judicial, em vez de um dialogo multissetorial que desencadeasse agdo
legislativa, coroou anos de desenvolvimentos no debate sobre moderacao de contetido
online no Brasil.

Em determinado momento nos dltimos anos, o projeto de lei 2630/20, apelidado de
"projeto de lei das noticias falsas", mobilizou atenc¢do e negociagdes como uma via para
uma regulamentacao sofisticada. Alguns anos depois, em vez de um esfor¢o para
explorar os beneficios e desafios de multiplas estratégias possiveis para a
regulamentacdo de plataformas digitais, o pais se depara com uma escolha superficial,
exercida por um tribunal, entre notificacdo judicial e remoc¢ao de conteudo e a
notificacdo e remoc¢ao de conteido a moda antiga.

Existem duas desvantagens. Uma delas é o custo de retornar a um padrao de
responsabilidade que induz a censura. Dados sobre remog¢do de contetido e valor de
mercado antes e depois da MCI mostram que voltar ao sistema de notificacdo e remocao
agora significaria uma perda anual de bem-estar do consumidor de até US$ 740 milhdes
(Hartmann et al, 2023). A segunda desvantagem é menos 6bvia e mais dificil de
compreender. Trata-se do impacto negativo na qualidade do debate sobre a
responsabilidade nas redes sociais e as solugdes desejaveis.

O debate e a literatura sobre liberdade de expressao online no Brasil nunca foram
particularmente ricos, frequentemente focando nas vantagens e desvantagens de
diferentes padroes de responsabilidade. Por exemplo, a grande maioria dos projetos de
lei propostos no Congresso entre 2014 e 2020 sobre responsabilizacdo nas redes sociais
adotou a resposta simplista de simplesmente substituir o art. 19 por um padrao de
responsabilidade mais rigoroso (Hartmann e Iunes, 2020).

A abordagem do dever de cuidado foi raramente mencionada. O conceito esta longe de
ser estranho ao direito brasileiro. As obrigacdes do dever de cuidado derivam de
interpretacdes de leis brasileiras, como o Estatuto da Crianca e do Adolescente (ECA), o
Codigo Civil, o Cédigo do Consumidor e até mesmo de disposi¢cdes constitucionais
(Costa, 2008; Castro, 2017). O ordenamento juridico brasileiro ja estabelece um marco
de deveres para a protecao de grupos vulneraveis, de modo que as plataformas também
estdo sujeitas ao cumprimento do dever de cuidado devido a natureza e a operagdo de
seus negdcios (Frazdo, 2024) . Especialmente apds o fracasso do projeto de lei 2630/20,
com a atencdo voltada para o julgamento do STF, a regulamentacdo com base no mérito
do contetiddo monopolizou o debate. Isso contrasta fortemente com a regulamentacao
com base no mérito do procedimento, como previsto pelos Principios de Santa Clara 1.

Os Principios de Santa Clara sdo cruciais neste contexto, pois estabelecem diretrizes
para auxiliar na regulamentag¢do da moderacao de contetido por plataformas digitais.
Esses principios foram desenvolvidos por um grupo de académicos, especialistas e
defensores dos direitos digitais em 2018, com o objetivo de proporcionar maior
transparéncia e equidade nos processos de moderacao de contetido. Assim, existe uma
relacdo relevante entre os Principios de Santa Clara e a discussao sobre a
regulamentacdo e a responsabilizacao das plataformas digitais pelo contetido. Isso
porque os principios sdao guiados por aspectos como transpareéncia, liberdade de

' Disponivel em: https://santaclaraprinciples.org/



expressado e protecao dos direitos do usuario.

Este artigo apresenta os fundamentos da regulagdo com base no mérito processual e, em
seguida, descreve como a sociedade civil tem inserido essa estratégia regulatéria no
debate. Realizamos uma analise qualitativa das discussdes em dois féoruns-chave: a
consulta publica sobre plataformas digitais organizada pelo Comité Diretivo da Internet
e a consulta publica sobre o art. 19 e sua constitucionalidade, promovida pelo STF.
Diante da diversidade da regulacdo com base no mérito processual, apresentada na
primeira secdo deste artigo, optamos por focar no dever de cuidado para compreender
como ele é apresentado, construido e argumentado nessas duas arenas cruciais para a
participacao da sociedade civil.

A pesquisa faz parte do projeto "Regulamentacao de plataformas no Brasil e no Reino
Unido: concepcgao e aplicagdo de marcos de 'dever de cuidado', conduzido por meio de
uma parceria entre a Universidade de Sussex, no Reino Unido, e o Insper, no Brasil,
financiado pela Academia Britanica, com o apoio do Fundo de Parcerias Cientificas
Internacionais do governo britanico. Esta pesquisa teve como objetivo explorar a
experiéncia do Reino Unido com a Lei de Seguranga Online de 2023. O projeto produzira
evidéncias para subsidiar a abordagem brasileira a regulamentacdo de plataformas,
especialmente considerando a falta de discussdo sobre o principio do dever de cuidado
no desenvolvimento e implementacao de um marco regulatério para plataformas
digitais.

O artigo esta estruturado da seguinte forma. Primeiramente, descrevemos a metodologia
de pesquisa empregada para desvendar empiricamente o perfil do debate sobre o dever
de cuidado como uma alternativa vidvel para a regulacao de plataformas. Em seguida,
apresentamos uma revisao da literatura sobre o contraste entre a regulacao das midias
sociais com base nos méritos do contetido (em grande parte, padrdes de
responsabilidade) e com base nos méritos das garantias processuais, que refletem um
dever de cuidado das plataformas em relacdo a liberdade de expressao dos usuarios. Por
fim, apresentamos e discutimos os resultados de nossa andlise qualitativa.

Metodologia

A metodologia deste artigo consiste em uma analise documental qualitativa das
contribuicdes para a Consulta sobre a Regulacdo de Plataformas Digitais promovida pela
CGLDbr e para a audiéncia publica do STF sobre o Tema 987, que aborda a
constitucionalidade do artigo 19 da Lei n? 12.965/2014 (Quadro Civil Brasileiro da
Internet). Este artigo estabelece a necessidade de uma ordem judicial prévia e especifica
para a remocdo de conteddo, a fim de que provedores de servigos de Internet, websites e
administradores de aplicativos de redes sociais sejam responsabilizados civilmente por
danos decorrentes de atos ilicitos cometidos por terceiros.

Para atingir esse objetivo, utiliza-se a técnica de analise de comentarios publicos em
ambos os féruns, com foco no tema do dever de cuidado. A audiéncia publica realizada
pelo STF em 2023 para fundamentar sua decisao sobre o art. 19 contou com 47
participantes. Para identificar as declaracoes referentes ao dever de cuidado, buscamos
o termo " cuidado " no documento contendo as transcri¢oes da audiéncia (STF, 2023).
Ap0s identificar o uso dessa palavra, verificamos se ela foi mencionada em referéncia ao
conceito de dever de cuidado. Em caso afirmativo, anotamos qual participante utilizou
esse conceito e separamos sua apresentacdo para leitura e analise posteriores. Ao final
desse processo, identificamos 12 participantes que se referiram ao "dever de cuidado”.



A consulta publica sobre a regulamentacao das plataformas digitais, organizada em 2023
pelo Comité Diretivo da Internet do Brasil, recebeu 1.306 comentarios. Utilizando um
arquivo csv contendo todas as contribuicdes (CGl.br, s.d.), realizamos uma busca
automatizada com cédigo Python por comentarios contendo as palavras “dever” e
“cuidado”, permitindo qualquer combinagdo de caracteres entre esses dois termos. Essa
busca retornou doze comentarios enviados por oito colaboradores diferentes. Uma
busca similar pelos termos “dever” e “cuidado” em inglés ndo apresentou resultados.

Ap6és identificar aqueles que mencionaram o dever de cuidado em cada um desses
féruns, procedemos a sumarizacdo de suas contribuicées. Em seguida, organizamos e
sistematizamos as contribui¢cdes, que sdo apresentadas na secdo de resultados.

Esta analise e categorizacao de discursos em dois importantes espacos de debate publico
sobre plataformas digitais visa destacar como um potencial regime de dever de cuidado
estd sendo concebido para um processo regulatdrio no Brasil. Cabe ressaltar que os
féruns possuem responsabilidades e procedimentos distintos, o0 que permite um escopo
analitico mais amplo sobre como diferentes setores da sociedade civil estao se
posicionando. As analises também possuem uma conexao especial com a revisao
bibliografica apresentada neste artigo, que detalha os procedimentos de moderacdo de
conteudo e a presen¢a do dever de cuidado em um contexto regulatorio para esses
procedimentos, incluindo os direitos dos usudarios e as responsabilidades das
plataformas na mitigacdo e prevencao de riscos e danos causados por conteuido de
terceiros.

Regulac¢ao processual das redes sociais

0 ambito da regulacao pode ser o mérito do conteido ou o mérito dos procedimentos de
moderacgdo. Este tltimo é norteado por uma preocupag¢do com o devido processo legal
(Citron, 2008). O primeiro é problematico, especialmente pela falta de precisao.

A qualidade da analise é insuficiente e os danos colaterais sdo consideraveis devido as
abordagens adotadas pela legislacdo da grande maioria dos paises em relacao a quem
decide sobre o mérito de casos especificos de discurso. Os governos depositaram toda a
sua confianca em decisdes privadas automatizadas (Wu, 2019; OFCOM, 2019) ou em
decisdes tomadas por profissionais nado oficiais (Barrett, 2020; Roberts, 2019), bem
como em decisdes publicas (judiciais) (Epstein, Parker e Segal, 2013; Keller, 2020)
sujeitas a erros. O resultado até agora € que essas decisOes pressionam ainda mais as
plataformas contra a responsabilidade legal, enquanto a percep¢ao da sociedade civil é
de que a disseminag¢do de desinformag¢do (Wardle e Derakhshan, 2017) e discurso de
6dio s6 aumentou.

Dever de cuidado

O escopo da autorregulacdo da liberdade de expressdo pode se restringir aos méritos do
procedimento de moderac¢do de conteido de uma plataforma. A supervisdo regulatéria
pode se abster de focar nos méritos de uma publicacao especifica e, em vez disso, avaliar
a qualidade dos processos implementados para sinalizar, detectar, revisar, tomar
decisdes e recorrer de decisdes sobre o contetildo do usudrio. Enquanto muitos paises
continuam pressionando as empresas por resultados perfeitos de remoc¢ao de conteudo,
eles subestimam o custo para a liberdade de expressao decorrente da imprecisao



inerente aos processos de moderacao das plataformas.

Se o conteudo ilegal for mantido em niveis suficientemente baixos, os legisladores ndo se
sentirdo inclinados a questionar o impacto na satide dos moderadores humanos, o nivel
de precisdo da inteligéncia artificial que toma ou auxilia nas decisdes de moderacao, ou a
transparéncia de todo o sistema para os usuarios. O devido processo legal na moderagao
de contetido deve ser reconhecido como um fim em si mesmo, e ndo como um luxo.
Abandonar a avaliacao baseada no resultado do procedimento de moderacdo de uma
plataforma em um caso especifico resolve muitos problemas das alternativas
tradicionais para analisar o mérito da expressdo. Os tribunais ndo seriam
sobrecarregados com processos sobre publica¢des individuais, e suas analises sobre o
que a empresa deveria ter feito em um caso especifico teriam pouca ou nenhuma
importancia. Os litigios teriam que questionar as falhas processuais gerais com base em
evidéncias de multiplos casos. A responsabilidade ndo dependeria unicamente do fragil
julgamento de um tribunal sobre a legalidade de uma expressao isolada. Se uma
empresa de midia social cumpre as regras sobre o procedimento de moderacao, ela nao
pode ser punida por causa de um Unico caso que passou despercebido e resultou em
censura excessiva ou insuficiente.

As vantagens de abandonar as obrigacoes de resultado e focar no dever de cuidado,
criando diretrizes processuais obrigatorias, sdo talvez mais visiveis no caso da
moderag¢do automatizada - algo que os governos tém incentivado recentemente as
plataformas a aprimorar (Gorwa, Binns e Katzenbach, 2020). Atualmente, os governos
analisam apenas uma pequena fragdo do que a caixa-preta do algoritmo de moderagao
produz (Tufekci, 2015). Ndo ha uma forma de mensurar o desempenho do software com
base em um conjunto de decisdes representativo do todo. Uma decisdao automatizada
que nao detectou discurso de 6dio pode ser a excecao ou a regra, mas os formuladores
de politicas, os usudrios e terceiros afetados ndo tém a menor ideia. A responsabilidade
pelo resultado em casos de moderacgao selecionados arbitrariamente nao oferece
incentivo para que as plataformas melhorem a precisao de seus aplicativos de
inteligéncia artificial.

O desalinhamento fundamental de incentivos prejudica, portanto, os usuarios, mas
também as plataformas. A empresa nao pode ser responsabilizada por decisoes
especificas emitidas por inteligéncia artificial desenvolvida propositalmente para operar
de forma auténoma, decidindo sobre novas formas de expressdo que os engenheiros
poderiam ter previsto. A responsabilidade objetiva pelos resultados da moderagéo
automatizada é equivocada e catastrdéfica para a inovacgao (Thierer, 2016).como
responsabilidade objetiva para veiculos autébnomos=.

Em vez de impor um dever de resultado - zero conteudo ilegal ou zero censura ilegal -,
os governos podem definir diretrizes basicas para o procedimento de moderacao e
aplicar deveres de cuidado. Este é o modelo proposto pelo Livro Branco sobre Danos
Online do governo do Reino Unido, baseado na constatacao de que um dever de
resultado aliado a responsabilizacdo se mostrou uma solucdo ineficiente: “o foco na
responsabilizacao pela presenca de conteido ilegal ndo incentiva as melhorias
sistémicas nos processos de governanca e gestao de riscos que consideramos
necessarias”. O Livro Branco detalha um modelo com deveres de cuidado sob supervisao
governamental.

2 No minimo, deveria haver um sistema diferenciado de responsabilidade que proteja as empresas que adotaram
proativamente as melhores praticas recomendadas (Scherer, 2016).



Uma forma alternativa de responsabilizacdo, no ambito do dever de cuidado, poderia
permitir que usudrios e outras partes lesadas ainda responsabilizassem as empresas de
midia social, mas somente se os demandantes fossem além da discussdo de uma tnica
publicagdo e apresentassem alegacdes procedentes sobre as inadequacgdes do
procedimento como um todo. Essa distin¢do tem raizes no direito privado francés, que
separa a obrigacdo de meio da obrigagdo de resultado. A obrigagdo de meio também é
descrita como uma obrigacao processual, segundo a qual uma empresa esta vinculada a
um plano de vigilancia que estabeleceu e pode ser acusada de nao cumpri-lo (Cossart,
2017).

Neste contexto, a autorregulacdo regulamentada significa que as empresas de redes
sociais tém alguma, mas nao total, independéncia para definir os detalhes de seus
procedimentos. Apresentaremos alguns elementos do devido processo legal para a
moderacgao de conteddo, mas ja existem propostas na literatura, especialmente no que
diz respeito a transparéncia. Os tribunais ou mesmo a Administracao Federal de um
determinado pais nio devem estabelecer esses elementos. E papel inescapavel dos
legisladores definir as diretrizes processuais gerais para a moderagdao. Um ponto de
partida notavelmente avangado para legisladores em qualquer lugar do mundo é o
conjunto de garantias processuais dos Principios de Santa Clara.

Sem duvida, uma abordagem baseada no dever de cuidado inclui responsabilizar os
intermediarios pelo contetido gerado por terceiros em suas plataformas. Ao passar de
uma analise caso a caso para uma analise sistémica, os governos poderiam aumentar a
obrigacdo das plataformas de monitorar, identificar e remover ou mitigar contetido
prejudicial, mesmo que gerado por terceiros. A implementacdo desse dever de cuidado
varia de acordo com a jurisdi¢do, mas, em geral, os intermediarios devem tomar
medidas razoaveis para evitar danos aos usuarios (Machado; Aguiar, 2023).

Essa abordagem também deve considerar a necessidade de equilibrar a prote¢ao dos
direitos dos usuarios com a preservacao da liberdade de expressdo. Ha preocupacao
com o risco de censura caso as plataformas adotem uma abordagem excessivamente
cautelosa na moderacdo de contetido, resultando na supressao indevida da liberdade de
expressao. Portanto, o dever de cuidado deve ser equilibrado para preservar os direitos
e mitigar danos e riscos, sem conceder carta branca para decisdes de moderacao de
conteudo que carecam de critérios objetivos e juridicamente solidos.

Garantias processuais como deveres de cuidado

Transparéncia

A transparéncia das politicas substantivas e processuais da plataforma, bem como de
sua aplicacao efetiva, é fundamental. A legislacao alema ja estabeleceu um conjunto claro
de requisitos de acesso a informacdo (Wagner et al., 2020). que estdo atualmente
servindo de base para projetos de lei em outros paises, como o Brasil.

A primeira dimensao da transparéncia é a informacao sobre o todo. O primeiro dos trés
Principios de Santa Clara, “nimeros”, refere-se a transparéncia abrangente sobre a
moderacao efetivamente realizada, a fim de informar ndo apenas os usudarios da rede
social, mas também a sociedade civil em geral e as autoridades publicas. De acordo com
esse principio, a empresa é obrigada a fornecer relatérios periddicos em formato legivel
por maquina com o nimero total de decisdes de moderacao. Os relatérios devem
detalhar as estatisticas descritivas de acordo com quatro variaveis: objeto da decisao



(postagem ou usudrio), tipo de decisao (dendncia ou remocdo), origem da dentdncia
(decisdo automatizada, governo, usuarios etc.) e localiza¢do geografica (do usuario que
fez a denuncia e das partes afetadas).

0 segundo principio de Santa Clara também contém uma obriga¢do sobre moderacao em
abstrato: as regras substantivas e processuais adotadas pela plataforma devem ser
acessiveis a todos. Nos dias de hoje, isso pode parecer 6bvio, mas ndo faz muito tempo,
nem mesmo as maiores redes sociais forneciam suas politicas de contetido aos seus
proprios usuarios.

A segunda dimensao da transparéncia diz respeito a informagdo sobre a moderagdo no
caso especifico. O segundo principio de Santa Clara trata da exigéncia de informagdes
mais detalhadas para o usuario afetado, cuja expressao foi restringida. As plataformas
devem informar o autor da publicacao sobre o motivo especifico da remocao, assim
como um tribunal é obrigado a fornecer o fundamento juridico de sua decisao. Elas
também devem oferecer detalhes sobre o processo pelo qual a publicac¢ao foi
identificada e considerada em conflito com a politica de conteddo. O usuario tem o
direito de saber, por exemplo, se sua expressao foi restringida por um humano, por uma
decisdo automatizada ou por uma combinacdo de ambos. Além disso, a empresa também
deve instruir o usudrio sobre suas op¢des para questionar a decisao.

Os principios de Santa Clara ndo contém diretrizes especificas sobre a responsabilizacao
ou explicabilidade da moderagao algoritmica. A OCDE foi pioneira na elaboracdo de um
conjunto de principios sobre inteligéncia artificial que devem orientar os legisladores na
definicdo das obrigacoes processuais das redes sociais em relagdo aos seus sistemas
automatizados de moderacdo 3. Ao longo dos anos, surgiram diversas listas de principios
e recomendagdes para o uso ético da inteligéncia artificial (Fjeld et al., 2020).

Principios e recomendagdes éticas por si s6, no entanto, ndo sao suficientes. O uso da IA
é generalizado em todo o mundo, em diferentes mercados, tanto por governos quanto
por empresas privadas. Hd ampla evidéncia de falhas que afetam desproporcionalmente
as minorias. Os estudos em ciéncia da computagdo e engenharia oferecem conhecimento
suficiente sobre o processo para permitir que os formuladores de politicas comecem a
elaborar regras concretas, especialmente em setores onde o dano é irreparavel (Black e
Murray, 2019). Um requisito processual 6bvio de transparéncia na moderagdo
automatizada é a elaboragdo proativa de dados sobre a precisdo. As plataformas devem
comecar configurando testes para verificar a precisao de seus modelos de aprendizado
de maquina na identificacao de diferentes tipos de contetido e anunciando
periodicamente os indices de precisdo (Davidson et al., 2017).

Recursos

O terceiro principio de Santa Clara estabeleceu a garantia fundamental do devido
processo legal, ou seja, o direito de recorrer da remocao de conteddo ou de uma punicao
aplicada a conta do usudrio. A revisdo da decisdo de moderacgao de conteddo deve ser
feita por pessoas, apds o usudrio ter tido a oportunidade de apresentar sua defesa.
Assim como na decisao original, a revisdo precisa fornecer ao usuario a fundamentagao

3 Os principios de IA da OCDE mais uteis no contexto da moderagio de conteudo sio: “Deve haver
transparéncia e divulgagdo responsavel em relagdo aos sistemas de A para garantir que as pessoas
compreendam os resultados baseados em IA e possam contesta-los” e “As organizagdes e os individuos que
desenvolvem, implementam ou operam sistemas de IA devem ser responsabilizados pelo seu funcionamento
adequado, em conformidade com os principios acima”. Disponivel em: https://oecd.ai/en/ai-principles.



politica que a sustenta.

Assim como a transparéncia em geral, isso pode significar mais informacdes sobre as
estratégias de moderacdo da plataforma para aqueles que persistentemente tentam
burla-las, como terroristas. No entanto, esse é um preco razoavel a se pagar por uma
reducdo da arbitrariedade da plataforma. Da mesma forma que a liberdade de expressao
é crucial justamente para os discursos com os quais mais discordamos, o devido
processo legal é fundamental, sobretudo, para aqueles que detestamos, como terroristas
e supremacistas brancos. Uma garantia de apelacdo ndo esta de forma alguma
relacionada a uma avaliacdo dos méritos daquele caso especifico de discurso e ndo deve
ser aplicavel apenas a expressoes online que a sociedade civil considera menos nocivas.
Versoes anteriores do projeto de lei 2630/20 incluiam essa diretriz processual como
uma obrigacdo para as empresas de midia social que operam no pais.

Os tribunais como executores das garantias processuais da liberdade de expressdo

Regras processuais para moderac¢do de conteido podem ser o novo porto seguro para
empresas de midia social. Em vez de serem estritamente responsaveis, responsaveis
apos notificacao ou apds notificagdo judicial, as plataformas deveriam ser
responsabilizadas apenas quando nao cumprirem as diretrizes processuais consagradas
em lei. Tais diretrizes exigirdo regulamentagdo adicional por um 6rgao publico
independente com poder para consolida-las, definindo regras e padrdes para o
procedimento, mas nunca para o mérito (Reino Unido, 2019). Essa autoridade poderia
decidir, por exemplo, que discursos de 6dio devem ser submetidos a revisao de cinco
usuarios e noticias falsas apenas a trés. Mas jamais poderia, em hipotese alguma,
arbitrar o mérito de uma publicacio especifica (Hartmann, 2020).

0 novo papel dos tribunais seria o de apontar omissdes importantes do legislador
quanto as garantias processuais necessarias que devem ser concedidas aos usuarios. Os
tribunais também poderiam exercer uma supervisao limitada do trabalho da autoridade
independente na definicao de padrdes para os procedimentos de moderacao e,
eventualmente, na aplicacdo de multas. No entanto, o Judicidrio gradualmente deixaria
de tomar decisdes sobre o mérito de casos especificos de discurso. Uma possivel
transicdo seria a adogdo inicial de um sistema de licenciamento, no qual a plataforma
que cumpre todas as normas sobre os procedimentos de moderagdo estaria sujeita a um
padrao de responsabilidade diferente daquele da empresa que ndo cumpriu ou
simplesmente optou por nao aderir. Essa é uma solucdo atualmente em discussao para a
regulamentacdo de aplicagdes de inteligéncia artificial, como veiculos autonomos (Tutt,
2017).

E evidente que diferentes tipos de danos online exigem solugdes especificas. Regular os
procedimentos de moderacdo de contetido é mais eficaz do que apostar em padrdes de
responsabilidade para moderac¢do de contelido baseados em uma andlise centralizada
do mérito da expressao. Um pais pode preferir uma regulamentacdo mais rigorosa de
noticias falsas do que de difamac¢do, mas, em ambos os casos, o governo nao deve impor
as redes sociais uma obrigacao de apresentar resultados. Os esfor¢os de moderacao de
pornografia infantil e pornografia de vinganga de uma empresa certamente devem estar
sujeitos a requisitos mais rigorosos, mas também ndo podem ser considerados
totalmente inadequados e passiveis de multas simplesmente porque uma entre milhares
de publicagdes prejudiciais nao é detectada e removida.



Dever de cuidado na audiéncia publica do STF

Mais do que aqueles que mencionaram o conceito de dever de cuidado, chama a atenc¢ao
aqueles que ndo o fizeram: representantes das principais redes sociais. Representantes
do Facebook, Google, Twitter, Bytedance (TikTok Brasil) e Mercado Livre participaram
da audiéncia publica, e nenhum deles discutiu o dever de cuidado. Por outro lado, o
conceito foi mencionado por diversos 6rgaos governamentais 4, organizacdes da
sociedade civil >e representantes de associagdes empresariais de outros setores ligados
a Internet ©. Esse fato parece indicar uma estratégia das empresas de midia social para
desviar a discussao sobre o Artigo 19 do Marco Civil da Internet no Supremo Tribunal
Federal (STF) dos debates sobre a ado¢ao do dever de cuidado ou do entendimento de
que esse dever ja possa existir de alguma forma no ordenamento juridico brasileiro. Em
contrapartida, diversos outros participantes buscaram defender a linha contraria,
argumentando que as plataformas ja deveriam aderir a um dever de cuidado.

Flavio Dino, entdo Ministro da Justica e Seguranca Publica (M]SP), argumentou que as
plataformas violavam um dever de cuidado inerente a qualquer atividade econdémica,
conforme previsto no Cddigo de Defesa do Consumidor. De forma semelhante, Estela
Aranha, também falando em nome do MJSP, afirmou que o dever de cuidado era uma
premissa fundamental das relagdes de consumo, enraizada no principio da boa-fé. Isis
Menezes Taboas, representante do Ministério da Mulher, também adotou a visdo de que
as plataformas ja deveriam estar sujeitas a um dever de cuidado. No entanto,
argumentou que esse dever decorria dos termos de uso das plataformas, que
implicavam uma responsabilidade de supervisdo e promoc¢do de um ambiente seguro. As
diferencas entre essas declaragdes, e o fato de outros representantes do governo ndo
terem adotado uma posicao semelhante quanto a existéncia de um dever de cuidado,
indicam que nao havia uma abordagem governamental coordenada sobre o que deveria
ser defendido sobre esse tema.

Alguns representantes de organiza¢des ndo governamentais também apoiaram
interpretacdes que implicariam o reconhecimento de um dever de cuidado ja existente
para as plataformas de midias sociais no Brasil. Isabella Henriques, do Instituto Alana,
defendeu uma interpretacao sistematica e harmoniosa que reconhega que as normas do
Marco Civil da Internet nao podem se sobrepor a um dever geral de cuidado com o
conteudo consumido por criangas e adolescentes. Nessa perspectiva, mesmo em relacdao
aos danos causados por contetido de terceiros, a interpretacdo de que a remocgao de
conteudo ilicito depende de uma ordem judicial explicita deve ser rejeitada. Em vez
disso, o dever de cuidado exigiria uma postura mais proativa, que va além da mera
remocao de contetido prejudicial assim que a plataforma tome conhecimento inequivoco
dele. Uma vez que o dano esta associado ao proprio modelo de negécios da plataforma, o
dever de cuidado deveria se estender ao desenvolvimento da plataforma e de seus
algoritmos.

Outros foram menos detalhistas, mas ainda reconheceram alguma forma de dever de
cuidado ja existente. Jodo Quinelato, representando o Instituto Brasileiro de Direito Civil

4 Ministério da Justica e Seguranga Plblica, Secretaria de Comunicagio Social da Presidéncia da Republica,
Escritério Nacional de Defesa da Democracia da Procuradoria-Geral da Reptiblica — PNDD/AGU e Ministério
da Mulher.

5 Comité de Tecnologia e Inovacio — OAB/SP, Instituto Brasileiro de Politicas e Direito do Consumidor,
Instituto Alana, Instituto Brasileiro de Direito Civil — IBDCIVIL e Instituto de Tecnologia e Sociedade do Rio —
ITS Rio.

6 Associagdio Brasileira de Internet (Abranet) e Associagio Brasileira de Radio e Televisio (Abratel).



(IBDCIVIL), argumentou que a protecdo da dignidade humana exige uma
regulamentacdo que imponha responsabilidades proativas aos provedores, presumindo,
portanto, deveres de cuidado. Da mesma forma, Aislan Vargas Basilio, da Associacdo
Brasileira de Radio e Televisao (Abratel), sugeriu similarmente um dever de cuidado
baseado no principio da boa-fé objetiva, como também proposto por Estela Aranha.

As demais declaragdes referentes ao dever de diligéncia podem ser divididas em dois
grupos: as que defendem a ado¢ao desse conceito e as que o criticam. ’No primeiro
grupo, Jodo Brant, representando a Secretaria de Comunicagao Social da Presidéncia da
Republica, argumentou que a auséncia de um dever de diligéncia permite que as
plataformas digitais permanecam passivas. Essa escolha regulatoria pode favorecer a
liberdade de expressdo, mas tornou-se evidente que essa abordagem é desequilibrada,
visto que a protecao dos direitos autorais é mais forte na Internet do que a protecao
contra ataques a democracia. Por essa razdo, devem ser buscadas reformas no modelo
atual, com cautela em relagdo aos potenciais efeitos inibidores que algumas alternativas
regulatorias podem acarretar.

Marcelo Eugénio Feitosa Almeida, representando o Escritério Nacional de Defesa da
Democracia da Procuradoria-Geral da Republica (PNDD/AGU), afirmou brevemente que
aregulacdo das midias sociais esta passando de um modelo de a¢do estatal negativa para
um modelo focado em a¢des positivas das plataformas, no qual o dever de diligéncia se
situaria. Por fim, Carlos Affonso Souza, em nome da Associa¢do Brasileira da Internet
(Abranet), apresentou o dever de cuidado como uma das alternativas para aprimorar o
Artigo 19 do Marco Civil da Internet brasileiro.

Entre os criticos do dever de cuidado, Ronaldo Lemos, falando em nome da Comissio de
Tecnologia e Inovacdao da Ordem dos Advogados do Brasil, Secdo Sdao Paulo (OAB/SP), e
Fabio Steibel, do Instituto de Tecnologia e Sociedade do Rio (ITS Rio), defenderam maior
cautela na ado¢do de modelos estrangeiros, incluindo o dever de cuidado. Lemos
argumentou que o aprimoramento do modelo brasileiro deve ser guiado por
experiéncias bem-sucedidas do passado, como a regulacdo da pornografia de vinganca,
onde esse tipo de contetdo foi definido como uma excecao que justifica o desvio da
regra geral do artigo 19. Ele sugeriu a cria¢do de outras excec¢des claramente definidas.
Conceitos abertos como o dever de cuidado, segundo ele, seriam subjetivos e dificeis de
aplicar, concedendo discricionariedade excessiva as plataformas e diminuindo o papel
do judiciario ao transferi-lo para as corporagdes. Como modelo alternativo, Lemos
propos a autorregulacdo regulamentada, com érgaos de supervisao tendo autoridade
vinculante para fiscalizar as atividades de moderacao da rede e estabelecer regras de
transpareéncia, orientando as plataformas para uma melhor tomada de decisao. Steibel
expressou preocupacgdes semelhantes, destacando os riscos de conceder ainda mais
poder as plataformas e levar a moderagao excessiva.

Dever de cuidado na consulta publica do CGIL.br

A andlise do dever de cuidado no contexto brasileiro da regulacdo de plataformas
envolve essencialmente o debate publico, considerando a participacao de atores
multissetoriais na regulacao de plataformas digitais no pais. Nesse sentido, por meio do
Grupo de Trabalho de Regulacdo de Plataformas, o CGLbr realizou a “Consulta sobre a

7 A declaragdo de Guilherme Magalhdes Martins, em nome do Instituto Brasileiro de Politicas e Direito do
Consumidor, menciona o dever de cuidado, mas ndo aprofunda o tema. Portanto, ndo esta agrupada com nenhum
conjunto de declaragdes.



Regulacdo de Plataformas Digitais”, com o objetivo de reunir diversas perspectivas sobre
aregulacdo de plataformas. Essa consulta possui significativa relevancia e impacto para
a sociedade civil, visto que o Comité tem desempenhado um papel importante em
discussdes sobre questdes relacionadas a Internet, incluindo seu engajamento e
participagdo em processos legislativos como o Marco Civil da Internet e a Lei Geral de
Protecao de Dados (LGPD) (Cappi; Oms, 2023).

Todas as mengdes ao dever de cuidado vieram de participantes associados a
organizacoes especializadas em regulamentacdo da Internet 8ou com experiéncia
profissional na area °. Essas men¢des nao se concentraram em nenhuma pergunta
especifica feita na consulta publica. Em vez disso, apareceram em respostas a nove
perguntas diferentes, com ndo mais do que dois comentarios mencionando o dever de
cuidado em resposta a mesma pergunta.

Embora esta amostra seja pequena em comparag¢ao com o total (0,9%), limitando
inferéncias e compara¢des mais amplas entre grupos de comentarios que mencionam ou
ndo este conceito, é importante notar que os comentarios que mencionam o dever de
cuidado sdo significativamente mais longos do que a média dos comentarios submetidos
na consulta. Os comentarios que mencionam o dever de cuidado apresentaram uma
média de 5.298 caracteres e uma mediana de 2.487 caracteres, enquanto aqueles que
nao o mencionam apresentaram médias de 1.310 e 590 caracteres, respectivamente.10
Se a extensdo dos comentarios puder ser usada como uma métrica para estimar sua
complexidade ou completude, esses dados quantitativos indicam uma correlagdo entre
comentarios que mencionam o dever de cuidado e comentarios mais abrangentes e
complexos - possivelmente explicada pelo perfil dos participantes que abordaram esse
conceito, como mencionado anteriormente.

Outra descoberta quantitativa que corrobora essa observacao é que, com exce¢do dos
dois comentdarios mais curtos que mencionam o dever de cuidado, os outros dez estdo
muito préximos!! ou dentro do quartil dos comentarios mais longos. Além disso, quatro
comentarios (um terco dos que mencionam o dever de cuidado) estao entre os 5% de
comentarios mais longos, incluindo o segundo mais longo no geral.

Em relacdo ao contetido dos comentarios, quatro participantes manifestaram apoio a
incorporacdo do dever de cuidado no ordenamento juridico brasileiro, dois se opuseram
e, em dois casos, ndo ficou claro se os participantes eram a favor ou contra esse modelo
de responsabilidade. Por exemplo, Flavio Rech Wagner (id n2 715)12 manifestou-se

8 Alana Institute, Digital Rights Coalition, Electronic Frontier Foundation e Access Now, ABERT - Associagio
Brasileira de Emissoras de Radio e Televisao, ITS Rio e CTS-FGV.

® Flavio Rech Wagner ¢ professor do Instituto de Informatica da UFRGS. Foi presidente do Capitulo Brasileiro
da Internet Society, fundou e presidiu a Sociedade Brasileira de Computagdo e foi membro do Comité Diretivo
da Internet — CGL.br e NIC.br. Flavia Lefévre Guimaraes foi coordenadora do departamento juridico do Idec,
membro do Conselho Consultivo da Anatel e conselheira do Comité Diretivo da Internet. Atualmente, trabalha
como advogada.

0 Essa diferenca persiste mesmo se excluirmos da comparacgdo os comentarios da consulta publica que
respondem a outros comentarios e, portanto, podem ser, em média, mais curtos, ja que tendem a apenas
concordar ou complementar brevemente os comentarios anteriores. Sem esse subconjunto de comentarios, o
comprimento médio dos comentarios aumentou ligeiramente para 1.358 caracteres e a mediana para 625
caracteres.

" Como existem 1.306 comentarios, o primeiro quartil vai até a posi¢do 326. O décimo comentario mais longo
que menciona o dever de cuidado esta na posigao 327.

12 Indica o nimero do comentario no documento da consulta de plataformas do CGLbr que baseou a pesquisa
apresentada neste texto: https.//dialogos.cgi.br/documentos/debate/consulta-plataformas/ O documento também
estd em anexo na publicagdo no site da poliTICs.



apenas contra a atuacdo da CGlL.br na avaliacao de relatérios de conformidade com o
dever de cuidado elaborados por plataformas digitais, argumentando que a CGl.br ndo
deveria assumir responsabilidades tipicas de 6rgaos estatais. Essa posicao nao endossa
nem rejeita o dever de cuidado, mas apenas afirma que a CGL.br ndo deveria ter tal
funcao.

A outra posicao ambigua veio de Carlos Affonso Souza, em nome do ITS Rio. Por um lado,
o ITS Rio (id n? 1119) argumentou que a ado¢ao de mecanismos de notificagao e agdao
sem responsabilidade direta por contetdo especifico de terceiros poderia levar a
ineficiéncias, potenciais viola¢des da liberdade de expressao e suscetibilidade a abusos
por parte dos usuarios. Por outro lado, em um comentario separado (id n? 1124) que
pressupunha a adog¢do do dever de cuidado sem critica-lo explicitamente, o ITS Rio
defendeu que as san¢des administrativas por descumprimento do dever de cuidado
deveriam se concentrar no conteido como um sistema para evitar o cerceamento do
debate publico. Segundo essa visao, seria possivel alinhar o atual marco do Marco Civil
da Internet com disposi¢Oes para sangdes administrativas por descumprimento dos
deveres de risco sistémico.

Entre os comentarios favoraveis a ado¢ao do dever de cuidado, o Centro de Tecnologia e
Sociedade da FGV Rio fez a observacao mais sucinta, mencionando-o apenas como uma
medida de mitigacdo sugerida para operacoes de influéncia em plataformas (id n? 1069).
Flavia Lefevre Guimaraes enfatizou que o dever de cuidado nao seria tdo inovador
quanto possa parecer, argumentando que se alinha ao principio da responsabilidade
previsto no Artigo 32 do Marco Civil da Internet e as disposi¢des existentes no Codigo de
Defesa do Consumidor, na Lei Geral de Protecdo de Dados, no Codigo Eleitoral, no Cédigo
Civil e no Estatuto da Crianga e do Adolescente (id n? 859). Ela defendeu a
regulamentacdo desse dever por meio do Projeto de Lei 2630, destacando sua inspiracao
na Lei de Servicos Digitais, e sugerindo que o Cédigo de Defesa do Consumidor e o Marco
Civil da Internet ja poderiam servir de base para uma maior responsabilizacao.

Joao Coelho, representando o Instituto Alana, e Rodolfo Salama, em nome da ABERT -
Associac¢do Brasileira de Emissoras de Radio e Televisao - compartilharam opinides
semelhantes as de Flavia Lefevre Guimaraes. A ABERT também apoiou o modelo
proposto pelo Projeto de Lei 2630 (id n2 920), elogiando particularmente o Artigo 11 do
projeto, que lista os crimes a serem prevenidos e mitigados no ambito do regime de
dever de cuidado. Sugeriu ainda a inclusao de crimes eleitorais nessa lista. O Instituto
Alana argumentou que a legislacdo vigente ja impde um dever de cuidado as plataformas
(id n2 805), especialmente no que diz respeito aos direitos de criangas e adolescentes. O
instituto incluiu um parecer juridico da Professora e Advogada Ana Frazdo, também
citado em outro comentario (id n? 806), que sugeriu a extensao do dever de cuidado
quando as plataformas amplificam ou monetizam contetddo gerado pelo usuario.

Em oposicdo ao dever de cuidado, Bia Barbosa, representando a Digital Rights Coalition,
e Veridiana Alimonti, em nome da Electronic Frontier Foundation e da Access Now,
apresentaram dois comentdarios cada. A Digital Rights Coalition expressou preocupagao
com o potencial de vigilancia decorrente da imposicao de um dever de cuidado,
particularmente se este se estender a servicos de mensagens privadas (id n® 1267). Em
outro comentario (id n? 1328), a coalizdo argumentou explicitamente contra a
atribuicdo de um dever de cuidado as plataformas, defendendo que estas ndo devem
julgar o que constitui contetildo criminoso nem decidir o que deve circular. Contudo, no
mesmo comentario, a coalizao prop0s um meio-termo: um regime em que as
plataformas teriam obrigacdes de avaliacao de risco e acdo apenas em casos especificos,



como ameacas graves e iminentes a integridade fisica, a saide publica ou a democracia,
incluindo pandemias, ataques terroristas ou outros perigos sérios.

De forma semelhante, a Electronic Frontier Foundation e a Access Now defenderam o
abandono das obrigacoes de diligéncia para mitigar os riscos de abuso em
regulamentagdes baseadas em conteudo, privilegiando as avaliacdes de impacto
sistémico (id n? 1125). Em relacdo a diligéncia proposta no Projeto de Lei 2630/2020, as
organizacdes criticaram o amplo escopo de atividades ilegais a serem controladas pelas
plataformas, abrangendo seis leis e 40 diferentes crimes, muitos dos quais com exce¢des
(id n® 1129). Essa abrangéncia dificultaria a aplicacdo da lei, agravada pela falta de
clareza sobre como e quais instituicdes avaliariam a conformidade. Essa regulamentacao
colocaria as plataformas em um papel judicial, o que elas consideraram inadequado.

Consideracodes Finais

0 caminho a seguir apds a decisdo do STF sobre o art. 19 e a responsabilidade dos
intermediarios é incerto. Dependera de como a responsabilizacdo nas redes sociais se
consolidard a medida que os tribunais inferiores aplicarem a decisdo do STF e as
plataformas adaptarem seus termos e condi¢des, bem como seus sistemas de moderagdo
de conteudo. Uma coisa permanece certa: simplificar o debate sobre alternativas de
responsabilizacao ndo beneficia nenhuma das partes envolvidas.

O dever de cuidado e outras abordagens de regulacdo processual podem coexistir com
diferentes padroes de responsabilidade, se necessario. As obrigacdes legais das
plataformas quanto a qualidade dos procedimentos de moderacdo podem
complementar eficazmente até mesmo padrdes de responsabilidade mais rigorosos,
como a notificacdo e remoc¢ao de conteddo. A experiéncia do Reino Unido pode oferecer
licoes uteis para o Brasil, além de exemplos de adverténcia. Para distinguir as aplicagdes
improdutivas ou ineficientes do dever de cuidado daquelas que poderiam promover a
protecdo dos direitos dos usuarios no Brasil, é necessario um debate mais aprofundado
sobre as caracteristicas e os desafios dessa abordagem.

Demonstramos que, em dois féruns cruciais para a participagao da sociedade civil na
regulamentacdo das redes sociais, a proporcao do debate dedicada ao dever de cuidado
foi muito pequena. As raras contribui¢des, contudo, desempenharam um papel
importante ao fornecer mais contexto e nuances as discussdes sobre como coibir
contetdo abusivo online, garantindo, ao mesmo tempo, que as plataformas digitais ndo
descartem o essencial junto com o supérfluo.

Nos préximos anos, a medida que a sociedade brasileira honra sua tradi¢do de genuina
participacao multissetorial na governanca da Internet, nao deve permitir que uma unica
decisdo judicial monopolize os esforcos para encontrar opg¢des vidveis de regulacdo das
redes sociais. Seja por meio do projeto de lei 2630/20 em versao reformulada ou de uma
proposta totalmente nova, a sociedade civil deve instar o Congresso a construir uma
substituicdo democraticamente responsavel para o art. 19 da MCI.
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Métodos digitais analisam a repercussdo da invasdo aos Trés Poderes da Republica na Rede
Social X

Rita Paulino, Ivone Rocha, Adriano Madureira, Marcos Seruffo
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Resumo: Este artigo apresenta uma pesquisa realizada na rede social X (ex-Twitter) que
investiga a repercussao, por esse canal, dos atos de invasdao no Congresso Nacional,
Supremo Tribunal Federal (STF) e Paldcio do Planalto, em Brasilia (DF), no dia 8 de janeiro de
2023. O estudo relata métodos digitais diferenciados para entender o contexto do fato
investigado desde a coleta de dados com os termos emblematicos que foram mais
divulgados durante as coberturas jornalisticas no Brasil como "Exército", “Terrorismo no
Brasil” e “Intervencao”. O processo foi dividido em 4 etapas: coleta de dados, Pré-
processamento de Dados, Andlise Exploratdria de Dados, Mapa de tépicos, Identificacao de
Perfis e Publica¢Ges Influentes.

Palavras-chaves: Democracia; Ataques; Brasil; 8 de janeiro; Exército; Analise de Redes
Sociais (ARS).

Abstract: his article presents a study conducted on the social media platform X (formerly
Twitter) that investigates the repercussion, through this channel, of the acts of invasion of
the National Congress, the Supreme Federal Court (STF), and the Planalto Presidential Palace
in Brasilia (DF) on January 8, 2023. The study describes distinct digital methods to
understand the context of the investigated events, starting from the data collection using
terms that were widely disseminated during journalistic coverage in Brazil, such as "Army,"
"Terrorism in Brazil," and "Intervention." The process was divided into four stages: Data
Collection, Data Preprocessing, Exploratory Data Analysis, Topic Mapping, and Identification
of Influential Profiles and Publications.

Keywords: Democracy; Attacks; Brazil; january 8, Army; Social Network Analysis (ARS).

Introdugao

O uso da tecnologia para analise de perfis e discursos em redes sociais tem se
mostrado uma ferramenta significativa na compreensao das dinédmicas sociais e
politicas. A rede soci al X, por exemplo, oferece um vasto banco de dados que
permite o monitoramento de tendéncias, a identificacdo de influenciadores e a
analise de padroes de comportamento. No Brasil, essa tecnologia tem sido crucial
para entender como diferentes grupos socia is se mobilizam, propagam
mensagens e influenciam o debate publico.

Como exemplo, a invasao ao Congresso Nacional (CN), ao Supremo Tribunal
Federal (STF) e ao Palacio do Planalto (PP), ocorrida em Brasilia no dia 8 de



janeiro de 2023, marcou um episodio sem precedentes na histéria recente do
Brasil. Identificados pela midia como tais, apoiadores do ex-presidente Jair
Bolsonaroinvadiram as sedes desses Trés Poderes,em uma tentativa frustrada
de golpe de estado, exigindo a volta do ex-lider ao poder. Com bandeiras, cartazes
e slogans inflamados,a multidao promoveu atos de vandalismo e violéncia,
desafiando a ordem democratica do pais. A Policia Militar do Distrito Federal (DF)
retomou o controle do prédio do STF apds manifestantes furarem bloqueios na
Esplanada dos Ministérios.

Uma parte que esse evento de 8 de janeiro complementa é a que recentemente foi
investigada e notificada pela Policia Federal (PF) e pelo STF,em relatorio que
indiciou 37 pessoas acusadas, incluindo o ex-presidente, com base em
levantamentos de provas mais delagao premiada, suspeitas de planejarem, sem
sucesso, 0 assassinato do recém eleito, presidente Luiz Inacio Lula da Silva; o vice-
presidente, Geraldo Alckmin; e do ministro do STF e entdo presidente do Tribunal
Superior Eleitoral (TSE), Alexandre de Moraes, a partir de 12 de dezembro de 2022.
O relatorio N°4546344/2024,2023.0050897 é publico e esta disponivel no site do
STF.

No casodoataque aos Trés Poderes, a invasao intensificou as tensdes politicas,
levantando preocupacdes sobre a estabilidade governamental e o Estado
Democratico de Direito. Segundo Passetti & Lucato, o evento foi um "desfile
destrutivo de legiao fascista" (2023, p. 11), sem paralelo nem mesmo com os
conflitos politicos dos anos 1930.

Esta pesquisa utiliza o ocorrido no Brasil como um exemplo para demonstrar o
uso de métodos digitais na investigacdo da participacao publica nas midias
digitais. A andlise de redes sociais (ARS) foi empregada como ferramenta de
diagnéstico para tornar explicito o fluxo deinformacdes valiosas que, sendo de
outra forma, ficariam ocultas. O estudo focou em palavras e tépicos mais citados
nos discursos, buscando entender o contexto, os sentimentos envolventes e as
polaridades das postagens. Contempla ainda uma analise qualitativa e
quantitativa do comportamento dos perfis que se manifestaram no X (entao
Twitter, quando realizada a pesquisa), criando uma memoria dentro do universo
big data .

O trabalho se apoia em estudos que destacam os beneficios dos métodos digitais,
técnicas de ARS, como a de sentimento e de formagao de opinido, na compreensao
dos comentarios nessas ferramentas. Estudos anteriores, dos quais destacamos

os de Chen (2020), Santos (2016) e Mukherjee (2012), ressaltam a importancia
dessas técnicas na avaliagdo de comentarios online. Mittal (2016) também

enfatiza a importancia de classificar interesses para otimizar a sobrecarga de
informagdes e melhorar o compartilha mento de recursos nas redes sociais,
evidenciando a relevancia da ARS em diversas areas.

Jornalismo orientado por métricas'é uma abordagem transformadora na
producao de noticias, integrando dados de audiéncia em todo o fluxo de trabalho.

' Metrics-driven journalism is a transformative approach in news production, integrating audience data
throughout the workflow. It utilizes digital interactions, such as clicks and shares, to inform decisions, aiming to



Ele utiliza inte racgodes digitais, como cliques e compartilhamentos, para informar
decisdes, visando quantificar o engajamento e aprimorar a experiéncia geral das
noticias (Wu, 2017). Os principios-chave incluem incorporar a analise de dados em
todos os estagios, priorizar as métricas de interesse do leitor, usar insights para
tomada de decisao e empregar algoritmos para curadoria personalizada. Embora
prometa maior engajamento,isso levanta preocupacodes sobre viés de dados,
priorizar cliques em detrimento da qualidade eignorar vozes marginalizadas. A
navegacao responsavel desses desafios enfatizando a ética jornalistica, fontes de
dados diversas e um compromisso com o jornalismo de qualidade em vez de
conteldo sensacionalista, sdo principios fundamentais. Shoemaker & Vos (2015).
(Tiwari, S.,2024).

Movimentos das redes sociais que se ampliam

As mobilizagbes de grupos ou coletivos encontram nessas redes um eco
importante para a defesa de suas causas. Podemos elencar movimentos como:

- Black Lives Matter, em repudio a brutalid ade policial contra afro -americanos
nos Estados Unidos, ilustrada pela revolta ao assassinato de George Floyd,
ampliou sua atuacao até no Brasil.

- Movimento Me Too, de campanha online contra abuso e assédio sexual as
mulheres. Deste surgiram outras campa nhas como o Times Up e o Ni Una Menos,
ambos também ligados ao mesmo problema (Baker, 2019).

- Movimento por Mudanca Climatica. Visa a aumentar a conscientizagao sobre o
tema e pressionar autoridades de todo o mundo para a redugédo das emissdes de
gases deefeito estufa e nos impactos provocados no clima (Barbi, 2016).

- Movimento por justi¢ca social, abrange diversas causas e direitos de
comunidades LGBTQIA+, imigrantes, negros, indigenas e pessoas com deficiéncia
(PCD), para mencionar alguns (Gohn, 2010).

O que todos tém em comum é a abrangéncia das mobilizagdes. Avangam no
mundo real, com encontros presenciais, eventos nas ruas, em frente a instituicdes
de poder etc. Castells (2013) nos lembra que esses movimentos representam a
chave para a transformacao s ocial.

De outro lado, ha os movimentos da chamada extrema direita, que defendem um
nacionalismo e um patriotismo. As grandes mudangas surgem mais para o final
do século 20, como um contraponto aos movimentos de luta por democracia, por
direitos e contra a ditadura civil -militar. Era a burguesia articulada ao
capitalismo internacional que tinha como propdésito diminuir as forgas populares
(Duarte, 2023).Entre os movimentos de direita, destacamos o nacionalismo
extremo, que favorece politicas de limitagdo de imigragéo; Autoritarismo, que

quantify engagement and enhance the overall news experience (Wu,2017). Key principles include embedding
data analysis in all stages, prioritizing reader interest metrics, using insights for decision-making, and employing
algorithms for personalized curation.While promising increased engagement, it raises concerns about data bias,
prioritizing clicks overquality, and overlooking marginalized voices. Responsible navigation of these challenges
is crucial, emphasizing journalistic ethics, diverse data sources, and a commitment to qualityjournalism over
sensationalized content. Shoemaker & Vos (2015).



defende uma forma de governo autoritaria e critica a democracia e aos direitos
individuais; Nativismo, oposto a globalizacao e ao multiculturalismo; Populismo,
cuja retorica, envolve as pessoas por meio de emogdes e medo (Galeano, 2000).

Foi sob essas bandeiras da extrema-direita que Jair Bolsonaro se elegeu em 2018
para chefiar o Brasil nos quatro anos seguintes (2019-2022), trazendo consigo
elementos da dominacao de classe.E esses eram os temas representantes da
manifestacdo de ataque a democracia,em 8 de janeiro,com a tentativa de
destruicao dos Trés Poderes do Brasil.

Técnicas de analise de redes sociais (ARS)

Sao aplicadas para estudar as interacdes na plataforma X e compreender os
padrbes de fala em postagens nas r edes sociais. A pesquisa utilizou a Social
Network Analysis (SNA) para detectar comunidades socio semanticas,
visualizando fweefs como graficos e calculando frequéncias de termos (Abascal -
Mena ef al., 2015Modelos estatisticos conjuntos foram desenvolvid os para
analisar as conexdes tematicas entre fweefs e transcri¢gdes de discurso, revelando
que a maioria dos usuarios do X fornece feedback de alto nivel sobre tépicos
gerais, em vez de paragrafos de discurso especificos (Hu efal., 2011).

Uma abordagem de rede multicamadas tem sido empregada para identificar
usuarios influentes e grupos conectados, com o PageRank se mostrando eficaz
para classificar a influéncia individual (Logan  ef al., 2023)Paulino & Ventura
(2021) observaram que métodos digitais podem revelar comportamentos de rede,
de perfis e de sentimentos. A hashiag #Somos70porcento representou uma voz
de revolta em um momento de crise sanitaria como os vivenciados em 2020 e
reforca as midias sociais como um espaco democratico e de debate.

Método de Pesquisa

A utilizagado de métodos digitais para analise de conteudos em escala € cada vez
mais relevante, especialmente no contexto da desinformacéo, pois os jornalistas
dependem de ferramentas também digitais para verificacdo e desenvolvimento
de histoérias (Beers, 2019). A integracédo desses recursos no jornalismo local nem
sempre ¢ perfeita, alguns lutam para interagir com as suas comunidades através
das redes sociais e de dispositivos moveis (Jerénimo, 2020). Apesar desses
desafios, a mudancga digital na profissao redefiniu o campo, com o jornalismo
digital a tornar -se a norma e ndo um subcampo (Perreault, 2020).

Esta pesquisa é caracterizada como aplicada e exploratoria e teve seu inicio com a
coleta dos dados no entao Twitter, em 8 de janeiro, atualmente X. Utilizamos a
ferramenta Netlytic para a coleta de dados através de palavras -chaves
“Terrorismo no Brasil”, “Intervencao” “Exército”. Termos amplamente divulgados
na midia tradic ional para definir o que estava acontecendo naquele dia no Brasil.
A Netlytic € uma plataforma de ciéncia social computacional desenvolvida para
executar uma ampla variedade de tarefas centradas em dados, como coletar,

analisar e visualizar publicamente aq ueles disponiveis de varias plataformas de



midia social (Anatoliy Gruzd ef al., 2021). Entretanto, como ela foi descontinuada
apos a coleta, as demais etapas de andlises ocorreram com outros recursos.

Figura 1. Datasets coletados com termos citados pela midia.
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Fonte: Autores/Netlytic

A partir das amostras coletadas (Figura 1),iniciamos uma analise quantitativa e
qualitativa parainvestigar o conteudo publicado no X e os agentes de publicacao.
A Figura 2apresenta um panorama geral do método utilizado, com as etapas do
processo, desde a extragao e pré-processamento dos dados, passando pela analise
exploratéria eidentificacao das métricas de engajamento, até a avaliacdao dos
perfis e publicacdes influentes.

Figura 2. Método adotado na pesquisa
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Fonte: Autores.

1. Coleta de Dados

Nesta primeira etapa se envolveu a obtengao de informagdes sobre perfis e
publicagdes influentes da rede social X. A partir dos termos: “Exército”,
“Terrorismo” e “Intervengao”, utilizados no periodo de 8 de janeiro de 2023, foram



coletados 10.000 posts em menos de um minuto,com dados que evidenciam a alta
participacao das pessoas na publicacao de suas opinides sobre o que acontecia.

Os dados foram via "web scraping" (através da plataforma Netlytic), selecionada
por permitir a obtencao dessas informacdes de redes sociais de maneira eficiente.
Porém, como a analise foi interrompida pela descontinuidade da plataforma, foi
possivel a configuracao das postagens somente durante o momento da coleta,
que compreendeu termos especificados e informacgdes sobre os perfis que os
publicaram,incluindo numero de seguidores, de fweefs e nivel de engajamento.

2. Pré-processamento de Dados

Nesta etapa, os dados coletados sao preparados para analise, com a remog¢ao dos
duplicados e o tratamento de valores ausentes e de corr ecéo de inconsisténcias.
Além disso, houve o processo dos textos para se adequarem a analise dos termos
mais frequentes. As palavras foram padronizadas para conter apenas letras
minusculas. Em seguida, simbolos, mengdes a outros usuarios, hashtags e URLs
foram removidos para limpeza e foco no conteudo textual relevante.

Abreviaturas comuns foram substituidas por formas completas para facilitar a
compreensao e analise dos textos. Por fim, palavras com pouco significado do

ponto de vista seméantico, conhecidas como sfopwords (Ferreira ef al., 2023), foram
eliminadas dando destaque as mais significativas.

3. Analise Exploratoria de Dados

Aqui houve uma compreensao inicial dos dados para o calculo de médias,
medianas, desvios-padrao, quartis e percentis sobre eles. Contempla também a
visualizagdo de dados por meio de histogramas de frequéncia para a distribuicdo
das informacdes coletadas. C om a analise exploratdria quantitativa foi possivel
identificar padrées e anomalias, bem como fornecer um panorama geral das
meétricas de engajamento. No estudo dos conjuntos de dados por palavra -chave
foi possivel uma segmentagdo mais precisa, facilitando a identificacéo de
interesses especificos no contexto do X. As qualitativas ajudaram no melhor
entendimento dos conteudos das publicagdes e as interagdes dos usuarios.
Utilizamos métodos de analise de texto para interpretar o tom e a intencdo das
postagens.

4. |dentificagéo de Perfis e Publicagdes Influentes

Nesta etapa, utilizamos métricas relacionadas com o engajamento do usuario em
relacado ao perfil e as publicagdes do periodo. Esse engajamento se relacionou a
analise do numero de curtidas e compartilh  amentos que as publicagdes de um
perfil recebem. E servem para avaliar a visibilidade e a influéncia de um perfil
dentro da rede social (Tufekci, 2013).

As publicagdes influentes sao identificadas com base no engajamento de cada
publicagado. E servem para fornecer /nsights sobre os tipos de conteudo mais
eficazes em gerar interacdo e como as emog¢des expressas nas postagens



impactam o engajamento (Berger; Milkman, 2012). Nas publica¢des, foram
analisados os termos que estao mais relacionados a sinébnimos de uma
determinada emog¢ao do modelo de Ekman para categorizar aquelas expressas
nos fweets (Ekman, 1992).

Na analise qualitativa, incluimos as técnicas de ARS para estudar grafos da
amostra coletada com a palavra “Exército”. Utilizamos as métricas do grau de
centralidade, a ser abordado mais adiante. Recorremos a esses conceitos visando
identificar os perfis mais conectados ou influentes. A centralidade de grau € uma
medida das conexdes de um ator em uma rede, representando seu potencial para
receber ou disseminar informagdes (Borgatti, 1995).

A partir dos dados coletados na Netlytic, antes de ser descontinuada, exportamos
as trés bases estudadas no formato CSV?2para a ferramenta Communalytic, que
proporciona outras analises e visualizagdes. N esta pesquisa, utilizamos os
recursos de exportacao para o formato da ferramenta Gephi3 a fim de identificar
perfis ativos einfluentes.

A escolha da medida de centralidade depende da aplicagao especifica,da melhoria
de atividades de comunicacgao, da intermediacdo para controle de comunicagao e
da proximidade para independéncia e eficiéncia. Houve ainda avaliagbes com
base em nuvens de palavras das publicacdes formadas a partir de um vocéabulo
central.Elas ajudaram a visualizar os temas mais recorrentes e os verbetes mais
importantes dentro das postagens influentes (Viegas; Wattenberg, 2006).

Analise dos resultados

Como mencionado no tépico da metodologia, analisamos perfis e discursos dos
termos pesquisados: “Terrorismo no Brasil”, “Intervengao” “Exér  cito” , palavras
que reverberaram nas midias sociais no dia e apds o evento da invaséo.

Analise dos Dados Quantitativos

A analise dos dados quantitativos focou em uma abordagem numérica das
informacdes coletadas. Foi possivel reunir o total de publicagcbes sobre o tema por
perfil ativo, destacando os dez perfis que mais publicaram sobre os temas
especificos. Ndo ha uma definigdo clara sobre o que seja um perfil ativo. Na Rede
X entende -se como uma conta que demonstra engajamento regular e

significativo com a comunidade.

Figura 3. Destaque dos dez perfis que mais publicaram sobre os temas "exército,
intervengao e terrorismo (em ordem)"

2 0 CSV ¢ um formato usado para armazenar dados e que pode ser importado e exportado em programas

como Microsoft Excel, Google Sheets, Apple Numbers, OpenOffice Calc e outros aplicativos. Mais informagdes
em: https://rockcontent.com/br/blog/csv/

3 software utilizado para estruturagdo e visualizagdo de redes complexas, tendo em sua base uma infinidade de
plug-ins e métricas para a analise de redes, podendo ser utilizado para analise de redes sociais, biologicas entre
outras. Mais informacdes em: https://files.cercomp.ufg.br/weby/up/771/0/Gephi-

Guia B%C3%Alsico_de Interface.pdf
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Essa analise oferece indicios sobre a presenca de bofs (conhecido como robd,

programa de computador projetado para tarefas de forma automatizada, que
imita ou substitui agdes de um ser humano). Alguns sdo programados apenas

para compartilhar informagdes, e nquanto outros tém a finalidade de disseminar
conteudo. Notamos que alguns usuarios ativos fizeram poucas publicagdes sobre

os temas enquanto perfis especificos se destacaram significativamente, como

mostrado no inicio do grafico, que nos fez suspeitar de bofs. Mas isso ndo se
configurou e nos mostrou que esses graficos permitem uma analise mais precisa

e direta, evidenciando a autenticidade e a atividade real do perfil em questao.

Figura 4. Publicagbes com maior numero de retweets.
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Foram coletadas publicagdes mais compartilhadas ( refweetadas). llustramos um
exemplo com a coleta do termo “Exército”, selecionando as dez publicagdes
(Figura 4) com maior numero de refweels e destacamos as trés primeiras do
ranking . lgualmente fo i feita uma analise da quantidade de retweets por perfil,
identificando aqueles com maior numero de publicacdes. Essa analise é
acompanhada de capturas de tela ilustrativas.




Figura 5. Analise da quantidade de retweets por perfil
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No contexto do processamento de palavras, removemos as " sfopwords". Das 10
palavras mais frequentes nos textos originais antes e depois do pré -
processamento, observamos termos como "exército", "QG", e "acampamento”, que
sdo mais relevantes para a analise. Também criamos nuvens de palavras (Figura
6) para mostrar os termos mais mencionados nos fweefs que contém as
especificas. Por exemplo, a nuvem de palavras para os fweefs que mencionam
"exército", “intervencao” e “terrorismo” mostram os termos ma  is relacionados a
eles.

Figura 6. As 10 palavras mais frequentes nos textos originais antes e depois do pré-
processamento
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Com os mapas de nuvens de palavras podemos ter uma nogao do contexto ou do
que se passou naqueles momentos do fato ocorrido na visao dos usuarios do X.
Cada consiste em varias nuvens,cada uma representando a frequénciaea
importancia de certos termos em um contexto especifico. Esse tipo de analise
pode estar relacionado a discussdes sobre manifestagdes politicas, operagdes de
seguranca ou movimentos deresisténcia e apoio em torno deinstituicées como o
exército ou a policia, especialmente em Brasilia. Termos como "terrorista"e
"golpista" sugerem um discurso altamente polarizado, possivelmente em resposta
a acoes consideradas ameacas a ordem publica ou ao governo.

Sem mencionar diretamente essa questao de manifestacdes politicas polarizadas,
a teoria dialogista de Bakhtin (2010) nos da ferramentas para analise e
compreensao desse tipo de fendmeno. O dialogismo, enunciado por meio de
discurso, texto ou acao, se constitui de multiplas vozes dentrode um mesmo
contexto ou grupo, sendo a linguagem um campo de luta ideolégica, no qual
varios pontos de vista se confrontam, mas também se constituem mutuamente.
Em relagdao a manifestagbes apontadas neste artigo,Bardin (1977) considera que a
analise de conteudo em discursos, slogans, cartazes, palavras de ordem, entre
outras ferramentas de comunicacao, é possivel identificar temas mais presentes e
intencdes nesse tipo de didlogo.

Bardin (1977) traz contribuicdes significativas em relacdo a 8 de janeiro de 2023.
Em outro estudo, que tenha como foco também esta questao, é possivel ir adiante
a analise do discurso.Segundo Bardin (1977, p. 97) “a amostragem se diz rigorosa
sea amostra for uma parte representativa do universoinicial”.E éisso o que esta
sendo demonstrado neste estudo da utilizacdo da plataforma X, do ponto de vista
da pesquisa analitica.

Conexdes em rede e perfis mais ativos

Utilizamos imagens em grafo (Figura 7) para representar as interagdes durante a
invasao aos Trés Poderes do Brasil. A area azul no centro reflete o agrupamento
mais denso, onde as discussdes giraram em torno do termo "Exército". Essa
concentragao pode indi car um forte foco de debates relacionados ao papel das
Forgas Armadas no evento. E provavel que os nés maiores (circulos
representados por perfis no X) sejam contas de alta influéncia ou com muitos
seguidores. Em um estudo mais detalhado pode -se aferir alg uns desses
resultados.



Figura 7. Grafo que representa as interag6es da amostra de 10.000 tweets coletadas com o
termo “Exército”

Fonte: Visualizado no Gephi/Autores

Além do cluster maior (Azul), os menores do grafo mostram outras conexdes ou
mencodes a perfis importantes neste contexto. O cluster verde , formado por perfis
com alta atividade (elevado outDegree?), pode representar uma rede de usudrios
relatando os acontecimentos em tempo real. O quadro 1(abaixo) apresenta
algumas das relagdes direcionadas por mencdes.

4 OutDegree ¢é o grau de saida de um vértice num grafo e representa o tamanho do seu leque de saida, ou seja, o
numero de arcos que saem do vértice. Mais informagdes em:
https://www.ime.usp.br/~pf/algoritmos_para grafos/aulas/graphs.html



Quadro 1. Perfil do cluster verde citando jornalistas ou influenciadores

Perfil Post Mengoes
OutDegree InDegree®
63238828 E evidente que isso foi planejado por Bolsonaro! Tema | @Andrelanones
cara dele! Ato terrorista como a bomba que ele Adv
planejou contra o exército quando ainda era militar e @monicabergam
foi expulso da corporacdo! Ta na cara! Nao precisa da o
Inteligéncia pra chegar a essa conclusdo! Tem @BlogdoNoblat
assinatura! Bolsonaro

Fonte: quadro montado pelos autores, a partir do resultado da coleta

O cluster lilds é smilar ao verde, mas com uma estrutura mais dispersa. Indica
opinides e narrativas construidas, com foco em interpretacoes ou respostas as
acdes no Planalto.

Quadro 2. Perfil do cluster verde citando empresas jornalisticas

Perfil Post Mengoes
OutDegree InDegree
147271884829410 | Exército? Qual ? QG do Exército é @revistaforum
9186 guardido disso tudo &3 & @CNNBrasil

Fonte: quadro montado pelos autores, a partir do resultado da coleta

As interligacdes entre as redes azul,verde e lilds indicam fluxos de informacgdes
entre diferentes comunidades. Pode-seinferir que as opinides einformacdes
cruzavam subgrupos, reforcando ou contradizendo narrativas. Os nés maiores
em cada cluster representam perfis com maior engajamento ou atividade.

Figura 8. Grafico dos clusters destacados na figura 7
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Fonte: os autores

>0 InDegree ¢ o oposto do outDegree, ou seja, ¢ o tamanho do leque de entrada do vértice. Mais informagdes
em: https://www.ime.usp.br/~pf/algoritmos_para_grafos/aulas/graphs.html




Essa andlisevisual e estrutural pode ser aprofundada com métricas como grau,
modularidade e centralidade para identificar influenciadores e padrdes de
comunicacdo no evento. E possivel que o caminho de influéncia transmitido de
nos com alto grau e centralidade de proximidade seja semelhante. Ambos podem
transmitir rapidamente informacodes e influéncia por caminhos diretos ou curtos
para outros einteragir com muitos outros diretamente. (Valente TW, Coronges K,
Lakon C,Costenbader E.,2008)

Analise de clusters e tbépicos

Este éum recurso da ferramenta Communalytic® que descobre tépicos latentes
(ou seja, abstratos, que podem nao ser observaveis apenas lendo o texto), com base
nasimilaridadesemantica entre postagens (também conhecidas comoregistros)em um
conjunto de dados. O analisador transforma texto em embeddings (vetor de numeros
legivel por computador). Uma vez transformados, os textos sdo agrupados com

base em sua similaridade semantica e visualizados por meio de um mapa de
similaridade semantica 3D interativo. ( Gruzd, A., & Mai, P., 2024).

Atualmente, h a varias ferramentas para coleta e analise de dados de redes sociais.
Muitas delas, principalmente comerciais, como Brandwatch e Talkwalker,
apresentam semelhancas significativas entre si e ndo sdo adequadas para

atender a buscas e coleta de dados para fin s de pesquisa em torno de temas
especificos. (Carmo |. ef al, 2023).

Quadro 3. Exemplo de didlogo detectado na coleta

Perfil Post Engajamentos
@breiller | - Agronegécio: Assassino de povos e comunidades 9.168 -
indigenas. Reposts
- Exército: Covarde e racista.
- Pastores evangélicos: Um cancer para tudo que Cristo 633
pregou. Comentdrios
- Familia Bolsonaro: ndo consigo nem descrever o meu
odio e meu desejo para eles https://t.co/H3r5lwaWsN. 46,7 mil
- Agronegdcio: Assassino de povos e comunidades Curtidas
indigenas.
- Exército: Covarde e racista. 496
- Pastores evangélicos: Um cancer para tudo que Cristo Itens Salvos
pregou.
- Familia Bolsonaro: ndo consigo nem descrever o meu
odio e meu desejo para eles https://t.co/H3r5lwaWsN

Fonte: quadro montado pelos autores, a partir do resultado da coleta

% Disponivel em: https://communalytic.org/



https://x.com/breiller/status/1612404604360183809/retweets
https://x.com/breiller/status/1612404604360183809/retweets
https://x.com/breiller/status/1612404604360183809/retweets
https://x.com/breiller/status/1612404604360183809/retweets/with_comments
https://x.com/breiller/status/1612404604360183809/retweets/with_comments
https://x.com/breiller/status/1612404604360183809/likes
https://x.com/breiller/status/1612404604360183809/likes
https://communalytic.org/

Figura 9. Interface da plataforma Communalytic apds a busca para a coleta

Dataset Name: Exercito | Platform: File | # Records: 10000 | # Clusters: 67 | #Outliers: 2007
Clustering Alrotithm: HDBScan (parameters: min cluster size: 20 | min samples: 40 | épsilon: 0.1) Clustering Quality: Davies-Bouldin Inde = 0,411 Lower=Better

" 3D Semantic Similarity Map | Made with ::OMMUNALYTIC

.
..
20 ° (]
ot .
. L]
15 2 rr' e '8 -
P TY

®
o o
L] ‘..

. u¢
T
: o 8 c” "'
L . ‘ : '-
R I “Brazilian
[ s '@
-5 ! ¥ - /
’ o
40  "Brazilian Politics @ifked to Terrerigm”
. ; .

o =10
A5 s * ~5
1o 0

)
Ay 5
A
[y 1o X
I
Y ) o
¥ %
] 25

Terrorism®

Fonte: Communalytic

Anadlise de Sentimentos/Emog¢des

Essa analise se baseia na identificagdo dos adjetivos utilizados nos textos. E, a
partir daqueles presentes nos fweefs, conseguimos inferir os sentimentos e
emocgoes expressos. Conforme ilustrado (Figura 10), observamos que o sentimento
predominante foi de nojo, seguido por alegria e tristeza, com estes ultimos

apresentando uma certa equivaléncia, evidenciando a polaridade emocional dos
tweets.

Figura 10 — Analise de emogdes, com sentimentos predominantes
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Fonte: os autores



Consideragoes Finais

E possivel que o maior desafio das redes sociais digitais esteja em se explorar
todas as possibilidades que elas oferecem. Pode ser para melhor compreensao do
comportamento humano, por meio de suas agdes; para descobrir potencialidade s
artisticas, culturais, intelectuais; ou até para levantamentos e pesquisas que
direcionam ao combate a desinformagao, que é o caso deste artigo. Aqui, por meio
de pesquisa e analise, mostramos a potencialidade da rede X, em repercutir
discursos e narrati vas. E quanto mais aumenta a participagéo popular, mais
avolumam -se as ferramentas digitais de levantamento de dados e de analises.

Neste artigo, ao ilustrarmos o evento de 8 de janeiro, envolvendo ataques aos
Trés Poderes do Estado, tencionamos demonstra r que os métodos digitais de
investigacao e os resultados obtidos com as técnicas de analise de redes sociais
(ARS) contribuem sobremaneira para a compreenséo das agdes e das formas de
prevenir outras que, porventura, possam vir a desencadear. A adocao de
perspectivas praticas para trabalhos futuros pode incluir a implementacao de
analises automatizadas do discurso. Esta abordagem permitiria a inspecao de
amostras textuais e a inferéncia imediata sobre a veracidade das informacoes,
diferenciando eficazmente entre dados verdadeiros e falsos. No entanto, o
principal desafio € lidar com a desinformacéo, um aspecto que foi abordado nas
entrelinhas desta nossa investigacao atual. O maior obstaculo que enfrentamos
foi a obtengdo de um conjunto de dados robusto e r epresentativo, capaz de
identificar com precisao o que constitui as chamadas 7fake news e o que nao
constitui.

Vimos aqui que grupos se valem das redes sociais para a defesa de suas causas,
sejam elas legitimas ou ndo. Podemos mencionar algumas que, felizmente,
encontraram nas redes um canal importante para se fazerem presentes e se
estabelecerem na sociedade, como s&o os movimentos Black Lives Matter, Me
Too, comunidades LGBTQIA+, dos indigenas, para mencionar algumas. Portanto,
€ essencial que futuras pesquisas se concentrem na analise de conteudo.

No campo metodoldgico, utilizamos pesquisa aplicada e exploratéri  a com a
analise de dados da rede social X. Foi utilizada na coleta a platforma Netlytic, que
depois de ser desabilitada deu lugar a Communalytic, para estudar resultados
demonstrados em graficos ilustrativos e imagens, com participacao da
Inteligéncia Arti ficial em referéncias bem definidas em informagdes verdadeiras
e falsas. As complexidades envolvidas nesse processo exigem um
aprofundamento nessas questdes e podemos explorar abordagens
computacionais viaveis para enfrentar o desafio da desinformacido de m aneira
eficaz e inovadora.
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Um balan¢o do choque do DeepSeek
Charles Mok

A medida que a China se aproxima do Ano Novo Lunar, a DeepSeek "entrou em siléncio" no
"modo de férias".1 Com sua sede em Hangzhou deserta, o resto do mundo pondera o choque e
a repercussao apds o langcamento do modelo de raciocinio de inteligéncia artificial (IA) R1 e do
modelo sem raciocinio V3. Esses modelos tém desempenho equivalente? ao modelo de
raciocinio o1 e ao GPT-40 da OpenAl, respectivamente, por uma pequena fracdo do preco.

Em 27 de janeiro de 2025, o mercado de a¢des dos EUA e as ac¢des de tecnologia sofreram uma
das maiores quedas da histéria,3 com a fabricante de chips nVidia caindo 18%, perdendo

US$ 589 bilhdes em valor de mercado. No entanto, as acées da empresa se recuperaram no dia
seguinte em cerca de 9%.*

Além da turbuléncia causada no mercado de ac¢des, as implicacdes para a atual competicao de
IA entre os EUA e a China continuam a se desdobrar. Para entender como o DeepSeek
impactara o ecossistema global de [A, vamos considerar as cinco perguntas a seguir, com uma
pergunta bonus final.

Como o DeepSeek chegou onde esta hoje?

O DeepSeek comegou em 2023 como um projeto paralelo® do fundador Liang Wenfeng, cuja
empresa de fundos de hedge de negociacdo quantitativa, High-Flyer, utilizava IA para tomar
decisOes de negociacdo. Mas Liang comeg¢ou a acumular milhares de chips nVidia ja em 2021.
Embora Liang, assim como o DeepSeek, tenham sido relativamente discretos e ndo tenham
dado muitas entrevistas, em um artigo em chinés em julho de 2024,6 ele discutiu
detalhadamente sua visao tecnoldgica, estratégia e filosofia.

Liang foi um disruptor, ndo apenas para o resto do mundo, mas também para a China. Sua
crenca fundamental é que a maioria das empresas chinesas estava simplesmente acostumada
a seguir, em vez de inovar, e sua visdo era mudar isso. Para ele, o que falta a China e as
empresas chinesas nado é capital, mas sim confianga e a capacidade de organizar e geerenciar
talentos para concretizar verdadeiras inovagoes.

Enquanto a maioria das outras empresas chinesas de IA se contenta em "copiar” modelos de
cédigo aberto existentes, como o Llama da Meta, para desenvolver suas aplica¢cées, Liang foi
além. Seu objetivo final é desenvolver a verdadeira inteligéncia artificial geral (IAG), a
inteligéncia da maquina capaz de compreender ou aprender tarefas como um ser humano. Ele
decidiu concentrar-se no desenvolvimento de novas estruturas de modelos baseadas na
realidade da China, com acesso e disponibilidade limitados de chips avancados de
processamento de IA.

Os talentos contratados pela DeepSeek eram novos ou recém-formados graduados e
doutorandos das principais universidades chinesas. A organizacao da empresa era plana, e as
tarefas eram distribuidas entre os funcionarios "naturalmente"”, moldadas em grande parte
pelo que os proprios funcionarios queriam fazer. A organizac¢do de baixo para cima da

https://finance.yahoo.com/news/chinese-ai-start-deepseek-breaks-093000108.html
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rcnal89394
https://finance.yahoo.com/news/live/stock-market-today-nasdaq-jumps-to-chip-away-at-deepseek-fueled-rout-as-
nVidia-surges-nearly-9-210344963.html
https://fortune.com/2025/01/27/deepseek-founder-liang-wenfeng-hedge-fund-manager-high-flyer-quant-trading/
6 https://finance.sina.com.cn/tech/2025-01-26/doc-inehhksk9178057.shtml



DeepSeek como uma startup parecia tdo "Vale do Silicio" quanto possivel, e eles pareciam ter
superado seus verdadeiros rivais do Vale do Silicio nos EUA em seu proprio jogo. De acordo
com benchmarks,” o R1 da DeepSeek ndo apenas iguala a qualidade do OpenAl 01 com um
preco 90% mais barato, como também é quase duas vezes mais rapido, embora o 01 Pro da
OpenAl ainda fornega respostas melhores.

O sucesso do DeepSeek ja pode sinalizar outra nova onda de desenvolvimento tecnolégico
chinés sob uma bandeira conjunta "publica-privada” de inovagao local. Em uma entrevista de
Liang® ao portal de noticias de tecnologia chinés 36Kr em julho de 2024, ele disse:

"Acreditamos que a tecnologia de IA da China ndo seguird os passos de seus antecessores
para sempre. A gigante americana de semicondutores nVidia conseguiu estabelecer sua
posicdo atual ndo apenas por meio dos esforcos de uma Unica empresa, mas também por
meio dos esforcos das comunidades e industrias de tecnologia ocidentais. A indUstria
chinesa de IA precisa criar esse ecossistema. O desenvolvimento de chips fabricados
internamente estagnou na China porque ndo conta com o apoio das comunidades de
tecnologia e, portanto, ndo consegue acessar as informagdes mais recentes. E por isso que
a China precisa de pessoas na vanguarda da tecnologia."

A DeepSeek realmente gastou menos de US$ 6 milhées para desenvolver seus modelos
atuais?

De acordo com o Relatdrio Técnico do DeepSeek-V3,° publicado pela empresa em dezembro de
2024, os "custos econdmicos de treinamento do DeepSeek-V3" foram cobertos por meio de
seu "co-design otimizado de algoritmos, estruturas e hardware", utilizando um aglomerado de
2.048 GPUs nVidia H800 para um total de 2.788 milhdes de horas de GPU para concluir as
etapas de treinamento, desde o pré-treinamento, extensao de contexto e pds-treinamento,
para 671 bilhdes de pardmetros. O custo total do treinamento de US$5,576 milhGes pressupde
um prego de aluguel de US$2 por GPU-hora. O relatério técnico observou que esse valor de
custo excluiu "os custos associados a pesquisas anteriores e experimentos de ablacao em
arquiteturas, algoritmos ou dados".

Deve-se notar que tais parametros sobre a quantidade e o tipo especifico de chips usados
foram projetados para cumprir com os controles de exportagdo dos EUA lancados em 2022. De
acordo com Gregory Allen,1? diretor do Wadhwani Al Center no Center for Strategic and
International Studies (CSIS), o custo total do treinamento poderia ser "muito maior", ja que o
valor divulgado cobriu apenas o custo da execucdo final e bem-sucedida do treinamento, mas
ndo a pesquisa e experimentacgdo anteriores. Além disso, especialistas em IA ndo identificados
também disseram a Reuters que "esperavam que os estagios iniciais de desenvolvimento
dependessem de uma quantidade muito maior de chips" e tal investimento "poderia ter
custado mais de US$1 bilhdo".1! Outra fonte nio identificada de uma empresa de 1A
familiarizada com o treinamento de grandes modelos de IA estimou a Wired que "cerca de
50.000 chips nVidia” foram provavelmente usados.12

Compreensivelmente, com as escassas informacgdes divulgadas pela DeepSeek, é dificil tirar
conclusdes precipitadas e acusar a empresa de subestimar o custo do treinamento e
desenvolvimento do V3 ou de outros modelos cujos custos ndo foram divulgados. A DeepSeek
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optou por contabilizar o custo do treinamento com base no preco do aluguel do total de horas
de GPU, considerando apenas o uso. Ndo levou em consideracdo o investimento feito na
compra de milhares de modelos diferentes de chips nVidia e outros custos de infraestrutura.

Com base em relatorios divulgados pela empresa, a DeepSeek comprou 10.000 chips nVidia
A100, lancados pela primeira vez em 2020 e duas gerac¢des antes do atual chip Blackwell da
nVidia, antes que os A100s fossem restringidos para venda na China no final de 2023. A
empresa também adquiriu e manteve um cluster de 50.000 nVidia H800s, que é uma versao
mais lenta do chip H100 (uma geracgdo antes do Blackwell) para o mercado chinés.

A DeepSeek provavelmente também tinha acesso ilimitado adicional a provedores de servicos
de nuvem chineses e estrangeiros,13 pelo menos antes que estes dltimos fossem submetidos
aos controles de exportagdo dos EUA. Mesmo que a empresa ndo tenha divulgado sua
participagdo em mais chips nVidia, apenas os 10.000 chips nVidia A100 custariam perto de
US$80 milhdes, e 50.000 H800s custariam US$50 milhdes adicionais.

Em outras palavras, comparar uma pequena parcela do custo do tempo de uso do treinamento
de IA autodeclarado pela DeepSeek com o investimento total em infraestrutura para aquisicao
de chips de GPU ou construgdo de datacentros por grandes empresas de IA dos EUA ndo é uma
comparacao justa nem direta. Além disso, essa infraestrutura ndo é usada apenas para o
treinamento inicial dos modelos — ela também é usada para inferéncia,'* onde um modelo de
aprendizado de maquina treinado tira conclusdes de novos dados, normalmente quando o
modelo de IA é usado em uma situacao de usuario para responder a consultas.

Embora nao haja evidéncias substanciais atuais para contestar as alegacdes de custo da
DeepSeek, trata-se, no entanto, de uma afirmagao unilateral de que a empresa optou por
relatar seus custos de forma a maximizar a impressao de ser "a mais econémica". Apesar de a
DeepSeek ndo ter contabilizado seu investimento total real, é sem divida uma conquista
significativa o fato de ter conseguido treinar seus modelos para que estivessem no mesmo
nivel de alguns dos modelos mais avancados existentes. Sua otimizagdo e engenharia
inovadoras contornaram recursos de hardware limitados, mesmo com relatérios imprecisos
de economia de custos.

0 que ditara o futuro do desenvolvimento, dimensionamento ou otimiza¢ao mais
inovadora da IA?

0 ditado "a necessidade é a mae de todas as inveng¢des" existe ha séculos.1> Diante das atuais
restricoes dos EUA a exportacdo de produtos e servicos de tecnologia para a China, este pais
assumiu a urgéncia resultante da escassez para intensificar seu foco e acelerar seus esforgos
de desenvolvimento.

Compare o cendrio chinés com a industria de IA dos EUA, que ja é dominada por Big Techs e
"hectocorns"1¢ bem financiadas, como a OpenAl. Com uma avaliagdo que ja ultrapassa US$ 100
bilhdes, a inovacdo em IA tem se concentrado na constru¢ao de uma infraestrutura maior,
utilizando os chips de GPU mais recentes e rapidos, para alcan¢ar uma escala cada vez maior
por meio de forga bruta, em vez de otimizar os algoritmos de treinamento e inferéncia para
conservar o uso desses recursos computacionais caros. As Big Techs e seus investidores
aderem a mesma mentalidade "grande e maior", em busca de avaliacdes cada vez maiores e
um ciclo autorrealizavel de vantagens competitivas e retornos financeiros percebidos.
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Culturalmente, alguns argumentam que mesmo as recentes "startups fragmentadas e
disruptivas”, como a OpenAl ha alguns anos, ja "amadureceram e se tornaram o tipo de
empresa grande e conectada que € pega de surpresa por rivais que se movem mais rapido".17

0 que torna o DeepSeek particularmente interessante e verdadeiramente disruptivo é que ele
ndo apenas alterou a economia do desenvolvimento de IA para a industria de IA dos EUA e
seus investidores, mas também ja fez o mesmo com suas contrapartes chinesas de IA. Quando
0 DeepSeek-V2 foi lancado em junho de 2024, de acordo com o fundador Liang Wenfeng,18
desencadeou uma guerra de precos com outras Big Techs chinesas, como ByteDance, Alibaba,
Baidu, Tencent, bem como startups de IA maiores e mais bem financiadas, como a Zhipu Al
Por outro lado, em comparagdo com a incursao da Huawei no desenvolvimento de produtos e
tecnologias de semicondutores, que muitas vezes é considerada apoiada pelo governo, parece
improvavel que a ascensdo do DeepSeek tenha sido planejada de forma semelhante pelo
governo.

Nos EUA, ao contrario da forte reacdao do mercado de agdes, a resposta politica ao DeepSeek
foi bastante contida. O presidente Donald Trump o chamou de "um alerta para nossas
industrias de que precisamos nos concentrar totalmente na competicao".1° Ele também disse
que considerava o DeepSeek "um desenvolvimento muito positivo", porque "em vez de gastar
bilhdes e bilhdes, vocé gastarda menos e, com sorte, chegard a mesma solugdo".

Ha boas razdes para Trump ser prudente em sua resposta. Poucos dias apés revogar20 a
Ordem Executiva 14110,21 de 30 de outubro de 2023, do governo anterior (Desenvolvimento
e Uso Seguro, Protegido e Confiadvel de Inteligéncia Artificial), a Casa Branca anunciou o
projeto de infraestrutura de IA Stargate,2z de US$500 bilhdes, com a OpenAl, Oracle e
SoftBank. A inddstria americana ndo poderia, e ndo deveria, mudar repentinamente de ideia
sobre a construgdo dessa infraestrutura, mas atengdo maior deveria ser dada a verificagdo da
validade a longo prazo das diferentes abordagens de desenvolvimento.

Alongo prazo, uma vez que a implantacao e a adogao generalizadas de aplicagdes de 1A sejam
alcancadas, é evidente que os EUA e o mundo ainda precisardo de mais infraestrutura. Alguns
analistas de mercado apontaram?23 para o Paradoxo de Jevons,24 uma teoria econémica que
afirma que "o aumento da eficiéncia no uso de um recurso frequentemente leva a um maior
consumo geral desse recurso”. Isso nao significa que a industria ndo deva, ao mesmo tempo,
desenvolver medidas mais inovadoras para otimizar o uso de recursos dispendiosos, de
hardware a energia.

Qual sera o impacto politico nas restricdes de exportacao de chips avancados dos EUA
para a China?

Em comparagdo com a rapida revogacao do decreto do ex-presidente Joe Biden sobre IA, o
presidente Trump ndo abordou a questdo das atuais restricoes a exportacdo de chips
semicondutores avancados e outros equipamentos industriais avancados para a China. E
provavel que o novo governo ainda esteja elaborando sua narrativa para uma "nova politica”,
que o diferencie do governo Biden, enquanto mantém essas restricdes. E claro que também

17" https://www.politico.com/newsletters/digital-future-daily/2025/01/28/china-out-innovates-the-innovators-00201058
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existe a possibilidade de Trump estar reavaliando essas restri¢des a exportacdao no contexto
mais amplo de todo o relacionamento com a China, incluindo comércio e tarifas.

A DeepSeek agora impde nova urgéncia ao governo para que se posicione sobre os controles
de exportacdo. Se as empresas chinesas ainda conseguem acessar recursos de GPU para
treinar seus modelos, a ponto de qualquer uma delas conseguir treinar e lan¢ar com sucesso
um modelo de IA altamente competitivo, os EUA deveriam redobrar essas restri¢oes a
exportacdo? Como as restrigcoes a exportacdo tendem a incentivar a inovagao chinesa por
necessidade, os EUA deveriam mudar e remover esses controles, permitindo que empresas
americanas como a nVidia lucrem com as vendas para a China?

Em primeiro lugar, o fato de a DeepSeek ter conseguido acessar chips de IA ndo indica uma
falha nas restricdes a exportacao, mas indica o efeito de atraso na implementacao dessas
politicas e a natureza gato-e-rato dos controles de exportacdo. A DeepSeek adquiriu os chips
H800 da nVidia para treinamento, e esses chips foram projetados para contornar os controles
originais de outubro de 2022.

Restri¢des adicionais um ano depois fecharam essa brecha, de modo que os chips H20 agora
disponiveis que a nVidia agora pode exportar para a China ndo funcionam tdo bem para fins
de treinamento.25 No entanto, de acordo com observadores da indudstria, 26 esses H20s ainda
permitem implantacao de IA de ponta, incluindo inferéncia, e sua disponibilidade para a China
ainda é uma questao a ser abordada.

Apesar dessas deficiéncias, a lacuna computacional entre os EUA e a China continuaria a
aumentar devido aos controles de exportacdo, um fato citado pela DeepSeek como sua
principal limitagdo. A empresa reconheceu uma desvantagem computacional de 4x, apesar dos
ganhos de eficiéncia, conforme relatado pela ChinaTalk.2” Para que os EUA mantenham essa
liderancga, os controles de exportacao ainda sdo uma ferramenta inevitavel que vai ser mantida
e fortalecida.

Os primeiros indicios indicam que o governo Trump est4 considerando restri¢des adicionais
as exportacoes de chips nVidia para a China, de acordo com uma reportagem da Bloomberg,28
com foco em uma possivel proibicao dos chips H20s, uma versao reduzida para o mercado
chinés. No entanto, a fonte também acrescentou que uma decisdo rapida é improvavel, ja que o
indicado de Trump para Secretario de Comércio, Howard Lutnick, ainda ndo foi confirmado
pelo Senado, e o Departamento de Comércio esta apenas comec¢ando a receber pessoal. Ese
atraso pode significar que, assim como antes, a China pode estocar quantos H20s puder, e
pode-se ter certeza de que o fara.

No entanto, no lado oposto do debate sobre as restricdes a exportagdo para a China, ha
também a crescente preocupac¢do com as tarifas impostas por Trump as importagdes de chips
de Taiwan . No ano passado, as exportagoes de Taiwan para os EUA2° aumentaram 46%, para
US$111,3 bilhdes, com as exportagdes de equipamentos de informagdo e comunicagdo —
incluindo servidores de IA e componentes como chips — totalizando US$67,9 bilhdes, um
aumento de 81%. Esse aumento pode ser parcialmente explicado pelo que costumava ser as
exportacoes de Taiwan para a China, que agora sao fabricadas e reexportadas diretamente de
Taiwan.
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Em um discurso no mesmo dia da queda da bolsa de valores devido as noticias sobre o
DeepSeek, Trump discursou na Convengao de Questdes Republicanas da Camara3? e reclamou
das empresas "que nos abandonaram e foram para Taiwan", e disse que aplicaria tarifas de até
100%31 “sobre a producgdo estrangeira de chips de computador, semicondutores e produtos
farmacéuticos para retornar a producao desses bens essenciais aos Estados Unidos".32

Se isso realmente acontecer, prejudicard gravemente empresas americanas como AMD, Apple,

nVidia e Qualcomm, que compram da TSMC de Taiwan e outras. Essas empresas irdo transferir
o custo para seus compradores e consumidores finais. Para a industria de IA dos EUA, isso ndo
poderia vir em pior momento e pode representar mais um golpe em sua competitividade.

Embora a retomada da industria manufatureira nos EUA leve anos para ser concretizada,
mesmo com as politicas corretas, a imposicdo de tarifas excessivas pode prejudicar o setor e
causar inflagdo imediata. Seria de se esperar que a retérica de Trump fosse apenas parte de
sua habitual estratégia para obter concessdes do outro lado. De fato, o premié de Taiwan, Cho
Jung-tai, respondeu aos comentarios de Trump,33 afirmando que o governo consideraria
urgentemente a criacdo de mais planos de cooperacgdo e programas futuros de assisténcia ao
setor industrial.

Ha preocupacgdes sobre a transferéncia de dados, seguranca e desinformacio do
DeepSeek?

[saac Stone Fish, CEO da empresa de dados e pesquisa Strategy Risks, disse em sua postagem
no X que "a censura e a propaganda no DeepSeek sdo tao difundidas e tdo pré-Partido
Comunista que fazem o TikTok parecer uma coletiva de imprensa do Pentagono".34 De fato,
com o hype do DeepSeek impulsionando seu aplicativo para o primeiro lugar na App Store da
Apple para aplicativos gratuitos nos EUA e em 51 outros paises,3> o DeepSeek rapidamente se
tornou o TikTok para aqueles que se consideram tecnicamente experientes e "sabem o que
estdo fazendo".

A DeepSeek ndo esconde que envia dados dos EUA e de outros paises para a China. Sua politica
de privacidade afirma explicitamente: "As informacgdes pessoais que coletamos de vocé podem
ser armazenadas em um servidor localizado fora do pais onde vocé reside. Armazenamos as
informacgdes que coletamos em servidores seguros localizados na Republica Popular da
China".3¢ Em seus termos de uso , também afirma claramente: "O estabelecimento, a execugao,
a interpretacdo e a resolucdo de disputas sob estes Termos serdo regidos pelas leis da
Republica Popular da China continental”.3”

Que tipos de dados podem estar em risco? Além de todas as conversas e perguntas que um
usuario envia ao DeepSeek, bem como as respostas geradas, a revista Wired resumiu trés
categorias de informacdes que o DeepSeek pode coletar sobre os usuarios:38 informacdes que
os usuarios compartilham com o DeepSeek, informacgdes que ele coleta automaticamente e
informacdes que pode obter de outras fontes. Essas informacdes incluem informagdes
pessoais fornecidas pelos usuarios durante o cadastro, as entradas e solicitacdes de texto ou
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audio dos usudrios, todos os arquivos enviados, histérico de bate-papo e rastreamento de
teclas digitadas, etc.

Como costuma acontecer, a coleta e o armazenamento de muitos dados resultardao em
vazamentos . A empresa de seguranca em nuvem Wiz Research descobriu recentemente um
"banco de dados exposto vazando informacgdes confidenciais, incluindo histérico de bate-
papo" do DeepSeek, com mais de um milhdo de linhas de registros com "informacgdes
altamente confidenciais".3® A empresa informou o DeepSeek, que "imediatamente bloqueou a
exposicao”.

Outra area de preocupacdo, semelhante a situacdo do TikTok, é a censura. Varios relatérios
indicaram que a DeepSeek evita discutir topicos politicos chineses sensiveis, com respostas
como "Desculpe, isso estd além do meu escopo atual. Vamos falar sobre outra coisa".4? [sso
ndo deveria ser uma surpresa, ja que a DeepSeek, uma empresa chinesa, deve aderir a
inimeras regulamentac¢des chinesas que afirmam que todas as plataformas nao devem violar
os "valores socialistas fundamentais" do pais, incluindo o documento "Requisitos basicos de
seguranca para servico de inteligéncia artificial generativa".#1 As empresas sdo obrigadas a
conduzir revisoes de seguranca e obter aprovacdes antes que seus produtos possam ser
langados.

O criador de ferramentas de seguranca de IA Promptfoo testou e publicou um conjunto de
dados de avisos cobrindo tépicos sensiveis que provavelmente seriam censurados pela China e
relatou que a censura do DeepSeek parecia ser "aplicada por forca bruta"” e, portanto, é "facil
de testar e detectar".#2 Ele também expressou preocupac¢do com o uso de dados do usudario
pelo DeepSeek para treinamento futuro.

Além das preocupagdes com os usudrios que utilizam diretamente os modelos de IA da
DeepSeek, executados em seus proprios servidores, presumivelmente na China e regidos pelas
leis chinesas, o que dizer da crescente lista de desenvolvedores de IA fora da China, incluindo
os EUA, que adotaram diretamente o servico da DeepSeek ou hospedaram suas préprias
versoes dos modelos de c6digo aberto da empresa? A empresa de busca de IA Perplexity, por
exemplo, anunciou a adi¢do dos modelos da DeepSeek a sua plataforma e informou aos seus
usuarios que seus modelos de codigo aberto DeepSeek sdo "completamente independentes da
China" e estao hospedados em servidores em datacentros nos EUA e em paises da UE.

De acordo com a empresa de seguranca cibernética Ironscales, mesmo a implantacao local do
DeepSeek pode nao ser totalmente segura.*? Primeiro, sem uma auditoria completa do cédigo,
nao é possivel garantir que a telemetria oculta, ou seja, os dados enviados de volta ao
desenvolvedor, sejam completamente desativados. A protecdo de dados confidenciais também
depende da configuracdo adequada do sistema e de sua prote¢cdo e monitoramento continuos
e eficazes. Em outras palavras, é dificil determinar a auséncia de "backdoors" sem uma analise
mais completa, o que leva tempo. Além disso, ha também a questio de se a censura do
DeepSeek pode persistir em uma versao murada de seu modelo.

A atual onda de entusiasmo ndo apenas por usuarios casuais, mas também por empresas de 1A
em todo o mundo, para integrar o DeepSeek rapidamente, pode representar riscos ocultos
para muitos usudrios que utilizam diversos servicos sem sequer saber que o utilizam. Para
que os desenvolvedores possam "experimentar com seguranca”, o DeepSeek-R1 ja esta
disponivel como uma prévia do microsservi¢co nVidia NIM. Da mesma forma, ele também esta
disponivel no catdlogo de modelos do Azure Al Foundry e do GitHub da Microsoft, e a
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Microsoft afirma ter submetido o DeepSeek-R1 a "avalia¢des rigorosas de seguranca e red
teaming, incluindo avaliagdes automatizadas do comportamento do modelo e extensas
revisoes de seguranc¢a para mitigar riscos potenciais"”.

Mas para usudrios casuais, como aqueles que baixam o aplicativo DeepSeek em lojas de
aplicativos, os riscos e danos potenciais permanecem altos. Testes mostraram que, em
comparagdo com outros modelos de IA dos EUA, é relativamente facil contornar as protegdes
do DeepSeek para escrever codigo que ajude hackers a extrair dados, enviar e-mails de
phishing e otimizar ataques de engenharia social, de acordo com a empresa de seguranca
cibernética Palo Alto Networks.4* Outra empresa de seguranca, a Enkrypt Al, relatou que o
DeepSeek-R1 tem quatro vezes mais probabilidade de "escrever malware e outros cédigos
inseguros do que o 01 da OpenAl".*> Um pesquisador sénior de IA da Cisco comentou que o
desenvolvimento de baixo custo do DeepSeek pode ter negligenciado sua seguranca durante o
processo.

Além disso, de acordo com a empresa de confiabilidade de informa¢ées NewsGuard, o chatbot
do DeepSeek "respondeu aos prompts avancando desinformacao estrangeira 35% das vezes"
e "60% das respostas, incluindo aquelas que ndo repetiram a falsa alegacdo, foram
enquadradas da perspectiva do governo chinés, mesmo em resposta a prompts que nao
fizeram nenhuma mengao a China".¢ De acordo com relatos, o Diretor Administrativo da
Camara dos Representantes dos EUA ja emitiu um aviso aos escritérios do Congresso de que
"0 DeepSeek esta sob revisao pelo CAO e atualmente ndo estd autorizado para uso oficial da
Camara".4”

Qual é a posicdo do presidente Trump em relacdo a importancia dos dados coletados e
transferidos para a China pelo DeepSeek? Recentemente, em comentarios sobre o TikTok,
Trump minimizou as potenciais ameacas a seguranga nacional dos EUA, duvidando da
importancia "da China espionar jovens, criancas assistindo a videos malucos".#8 Sera que ele
serd tao tolerante com o DeepSeek quanto com o TikTok, ou vera niveis mais elevados de
riscos pessoais e a seguranga nacional que um modelo de IA pode representar?

Por outro lado, os reguladores europeus ja estdo agindo porque, ao contrario dos EUA,
possuem leis de protecao de dados pessoais e privacidade. O regulador italiano de privacidade
langou uma investigacao sobre o DeepSeek para verificar se o Regulamento Geral de Protecao
de Dados (RGPD) da Unido Europeia é respeitado.? Dado que o DeepSeek admite
abertamente que dados de usuarios sdo transferidos e armazenados na China, é muito
possivel que seja considerado uma violagdo dos principios do RGPD. De fato, o aplicativo
DeepSeek foi prontamente removido das lojas de aplicativos da Apple e do Google na Italia um
dia depois,>? embora o regulador do pais ndo tenha confirmado se o 6rgao ordenou a remocgao.
Separadamente, a agéncia irlandesa de prote¢do de dados também langou sua prépria
investigacdo sobre o processamento de dados do DeepSeek.5?
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0 DeepSeek trapaceou?

Nos dias que se seguiram ao lancamento do modelo R1 pela DeepSeek, especialistas em 1A
suspeitaram que a "destilacao" teria sido realizada pela DeepSeek. Finalmente, em 29 de
janeiro, o Financial Times noticiou que a OpenAl confirmou ter visto "algumas evidéncias" de
destilacdo, que "suspeitava serem da DeepSeek".52

Destilacdo, ou "destilacdo do conhecimento"”,53 é uma técnica de aprendizado de maquina em
que o conhecimento de um modelo grande e pré-treinado, o "professor”, é transferido para um
modelo menor e mais compacto, o "aluno”. O objetivo é permitir que o modelo do aluno tenha
o mesmo desempenho do professor, mas com recursos computacionais reduzidos ou
limitados. Embora a técnica seja bem conhecida e comum, a OpenAl proibe qualquer um de
seus usudrios de usar a destilacao para construir um modelo rival, de acordo com seus termos
de uso, como no uso de "saida para desenvolver modelos que competem com a OpenAl".54

De acordo com a Bloomberg,>> pesquisadores de seguranca da Microsoft observaram
atividades de exfiltragcdo de grandes quantidades de dados usando a interface de programacgao
de aplicativos (API) da OpenAl, disponiveis apenas para usuarios da OpenAl com licengas
pagas, no outono do ano passado. A Microsoft, uma das principais parceiras e investidoras da
OpenAl, notificou a empresa, informando que as atividades eram suspeitas de serem
originarias do DeepSeek.

Alguns usuarios também relataram que os modelos de IA do DeepSeek frequentemente
respondem a perguntas dizendo que sdo "IA desenvolvida pela Microsoft" ou "construida na
arquitetura GPT-4 da OpenAl". A "rigidez e insisténcia" do modelo sobre "sua prépria
identidade como Microsoft Copilot" pode indicar o tipo de dados que os modelos do DeepSeek
absorveram do OpenAl durante o treinamento.

Em 28 de janeiro, David Sacks, o czar da IA e das criptomoedas da Casa Branca, disse em uma
entrevista a Fox que havia "evidéncias substanciais" de que a DeepSeek "destilou o
conhecimento dos modelos da OpenAl".5¢ Ele também disse que esperava que, nos préoximos
meses, as principais empresas de IA dos EUA tomassem medidas para "tentar impedir a
destilacao" para desacelerar "alguns desses modelos imitadores".

A OpenAl confirmou a Axios que reuniu "algumas evidéncias" de "destilagdo" de grupos
sediados na China e esta "ciente e analisando indicios de que a DeepSeek pode ter destilado
indevidamente" modelos de 1A.5>7 A OpenAl trabalhard em estreita colaboragdo com o governo
dos EUA para proteger sua tecnologia e seus "modelos mais capazes".

Sera que tais alegacdes, se comprovadas, contradizem o que o fundador da DeepSeek, Liang
Wenfeng, disse sobre sua missdo de provar que as empresas chinesas podem inovar, em vez de
apenas seguir? Nos ultimos dias, o governo chinés, especificamente o Departamento de
Publicidade do Comité Provincial de Zhejiang, também aderiu a DeepSeek e publicou um
artigo elogiando a inovacgao, a confianca, a compostura e a confianca da empresa em seus
jovens talentos.>8 A alegacdo de "destilagdo" muito provavelmente desencadeara um novo

52 https://www.ft.com/content/a0dfedd1-5255-4fa9-8ccc-1fe01de87ea6?accessToken=zwAGLNJX-fBAkdOg3-
3RUIVPqdOMzB_gHeh-

pg.-MEY CIQCGjo004z0mtOsKbDspQLq2BM Xyw8SbQnl YePOuqiqr6QglhAInK67eBkYuZS-771jnP-y--
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debate na comunidade chinesa sobre como os paises ocidentais tém usado a protecio da
propriedade intelectual como desculpa para suprimir o surgimento do poder tecnoldgico
chinés.

A comunidade tecnoldgica chinesa pode contrastar a abordagem "altruista” de codigo aberto
da DeepSeek com os modelos ocidentais de IA, projetados apenas para "maximizar lucros e
valores de acbes". Afinal, a OpenAl esta atolada em debates sobre o uso de materiais
protegidos por direitos autorais para treinar seus modelos e enfrenta uma série de processos
judiciais de autores>? e organizag¢des de noticias.®? A OpenAl disse no ano passado que era
"impossivel treinar os principais modelos de IA de hoje sem usar materiais protegidos por
direitos autorais".! O debate continuara.

Como os modelos de IA podem ser configurados e treinados com bastante facilidade, a
seguranca continua sendo crucial. Apesar dos recentes avan¢os das empresas chinesas de
semicondutores no setor de hardware, os controles de exportacdo de chips avancados de I1A e
tecnologias de fabricacdo relacionadas tém se mostrado um impedimento eficaz.

Por fim, que inferéncias podemos tirar do choque do DeepSeek?

Primeiro, os EUA ainda estdo a frente em IA, mas a China estd logo atrds. David Sachs, o czar da
IA e das criptomoedas dos EUA, reconheceu que as empresas chinesas estao "se recuperando
muito rapido”,%? ja que "o modelo DeepSeek-R1 é basicamente comparavel em capacidades ao
modelo OpenAl 01", que foi lancado ha cerca de quatro meses. Ele posiciona os EUA em uma
vantagem de apenas trés a seis meses sobre os chineses.

Embora o DeepSeek tenha atraido muita aten¢do dos avangos recentes e futuros nos modelos
de IA dos EUA nas ultimas semanas, espera-se que o modelo 03 anunciado, mas ainda nao
langado, da OpenAl implemente capacidades aprimoradas de resolucao de problemas e
raciocinio légico aprimorado.®3 O episédio do DeepSeek pode muito bem se tornar um alarme
e um lembrete muito necessarios para a industria de IA dos EUA investir para melhorar a
protecdo de sua propriedade intelectual e aplicar as regras do jogo relacionadas ao
treinamento de dados para modelos.

Em segundo lugar, o génio saiu da ldmpada. Os EUA ou qualquer empresa de IA ndo podem
mais depender excessivamente do escalonamento por for¢ca bruta. Mesmo que seja possivel
provar que a DeepSeek se envolveu em destilacao que violou os termos de uso da OpenAl,
ainda ha inimeras inovagdes técnicas inegaveis e notaveis.®* Desde recursos aprimorados de
raciocinio em cadeia de pensamento (CoT) até a nova abordagem de aprendizado por reforco
(RL) adotada, a DeepSeek revelou diversas medidas de treinamento com boa relagdo custo-
beneficio.

Gracas a DeepSeek, inovagdes semelhantes podem finalmente chamar a aten¢do de mais
investidores do Vale do Silicio. Marc Andreessen, investidor americano, postou no X que
"DeepSeek R1 é o momento Sputnik da [A".6> Tal percepcao deve ser compartilhada por
lideres governamentais, bem como por investidores e desenvolvedores. Se os EUA podem ver
isso como seu "momento Sputnik”, a China tem o mesmo direito e muito do que é necessario

5 https://www.engadget.com/openai-and-microsoft-hit-with-copyright-lawsuit-from-non-fiction-authors-
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para aproveitar seu "momento Sputnik” também. A corrida para alcangar técnicas de
raciocinio e otimizacdo melhores e mais avancadas para treinamento em IA chegou com
urgéncia crescente.

Terceiro, o governo e a industria dos EUA devem perceber que a China tem um manual robusto
para perturbar o ecossistema de IA liderado pelos EUA , e estd mostrando sua for¢a. Nao sé
possui o conjunto de talentos para treinar e desenvolver modelos de IA extremamente
competitivos e avangados internamente, como também consegue eliminar US$1 trilhdo do
valor de mercado dos EUA em um dia, 6% incluindo cerca de US$600 bilhdes do valor da nVidia.
0 DeepSeek-R1 foi lancado "coincidentemente” no mesmo dia da posse do presidente Trump.
Para a intengdo e o propésito da China, provavelmente nao se trata apenas de perturbar a
tecnologia e a industria, mas também de perturbar o mercado e a economia de seu adversario.

Em quarto lugar, os EUA devem redobrar seus esforgos no apoio a pesquisa fundamental e ao
desenvolvimento de talentos. Ritwik Gupta, pesquisador de politicas de IA na Universidade da
California, Berkeley, destacou que “a China tinha um grupo muito maior de engenheiros de
sistemas do que os EUA, que entendiam como obter o melhor uso dos recursos
computacionais e executar modelos de forma mais barata”.6”

Nao se trata apenas de alcangar resultados com recursos limitados. Nos ultimos anos, a China
concentrou seus esfor¢cos de desenvolvimento de mao de obra em universidades nacionais e se
beneficiou da permanéncia de mais talentos em tecnologia na China em vez de irem para o
exterior, durante e apos a COVID. Parte disso é consequéncia das politicas de educagao e
imigracdo dos EUA mais hostis em relacdo a estudantes e talentos estrangeiros. Em termos de
apoio a pesquisa académica e ndo comercial em IA, a Ordem Executiva de IA do governo Biden,
que incluia apoio ao programa piloto para implementar o Recurso Nacional de Pesquisa em 1A
(NAIRR), foi revogada pelo governo Trump.

Além disso, a tentativa de Trump de congelar verbas federais abrangia “tudo, desde pesquisa
em [A até fabricacdo de semicondutores”, incluindo o NAIRR sob a National Science
Foundation, bem como muitos projetos de pesquisa universitaria. Até mesmo o investimento
de US$3,87 bilhdes da empresa coreana de semicondutores SK Hynix em West Lafayette,
Indiana, 8 foi suspenso devido ao congelamento do financiamento federal determinado pelo
presidente, pois estd vinculado a uma verba federal menor de US$ 2,1 milhées para
modernizar a infraestrutura municipal local e dar suporte a nova fabrica.®® Felizmente, Trump
revogou o congelamento apds apenas um dia,’? mas o risco constante de oscilagdo executiva
— da imigracdo as tarifas e a assisténcia federal — continuard a gerar enormes incertezas
quanto ao apoio do governo dos EUA a lideranca tecnoldgica.

Quinto, a DeepSeek também estd afetando seus concorrentes chineses de IA e pode contribuir
para reestruturar o futuro ecossistema de IA da China e do mundo. O fato de uma pequena
subsidiaria de uma startup local de servigos financeiros ter conseguido tal avanc¢o na
engenharia deu ao governo, a industria e a populacdo do pais um enorme impulso de
confianga. Muitas outras iniciativas de apoio governamental ainda estdo em andamento,’! com
coordenacdo de outros setores criticos, incluindo financiamento de bancos estatais.

8 https://www.msn.com/en-us/money/other/deepseek-tech-wipeout-erases-more-than-1-trillion-in-market-cap-as-ai-
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0 governo chinés parece encorajar essa competicdo acirrada em IA internamente. A DeepSeek
ja desencadeou uma guerra de precos entre modelos de IA na China no ano passado.”’2 O
Alibaba também acaba de langar uma nova versao de seu modelo de IA e afirma que ele
supera os desempenhos de referéncia da DeepSeek. Em outra nota, o analista de IA Alexander
Doria relatou que, embora os modelos da DeepSeek tenham sido treinados em chips nVidia,
eles se basearam nos chips Ascend 910C da Huawei de inferéncia para gerar respostas.”? Se
isso for verdade, os usudrios do DeepSeek em todo o mundo, incluindo os americanos, podem
estar gerando enormes demandas e utilizacao dos chips da Huawei, contribuindo para o
ecossistema chinés de IA e semicondutores. Esta deveria ser mais uma preocupacgao politica
para os formuladores de politicas dos EUA.

Finalmente, os EUA precisardo desenvolver uma resposta a estratégia de cédigo aberto da China
em IA e outras dreas tecnolégicas. A DeepSeek e a China se orgulham da filosofia de c6digo
aberto’4 e, em parte porque ndo é nem mesmo uma startup de tecnologia, mas um "projeto
paralelo” de um trader quantitativo, afirma que sua missao ndo é lucro. A empresa, até certo
ponto, pegou o manto sem fins lucrativos exatamente onde a OpenAl o abandonou. A China
contrastara sua "abertura" com os modelos proprietarios dos EUA.

Esta é uma narrativa bem-vinda, adequada para uma nova itera¢do da estratégia da Rota da
Seda Digital de IA da China, que deve ser musica para os ouvidos de desenvolvedores e
governos no Sul Global, avidos por tecnologias de IA acessiveis que possam alavancar ao
utilizar seus talentos locais para desenvolver setores de tecnologia domésticos e aplicagdes
locais. O conceito de tecnologia de cddigo aberto da China ndo se limita a [A; no entanto, ela
permanece rigidamente controlada por seu governo, tornando suas plataformas e tecnologias
de "codigo aberto" suscetiveis a vulnerabilidades e manipulacdo.”>

Se a estratégia dos EUA se concentrar apenas em apoiar o investimento em Big Techs, corre o
risco de perder ainda mais o mercado mundial para a China. Uma repeticdo da incubag¢do ndo
intencional da Huawei se aproxima, s6 que potencialmente em uma escala ainda maior. Deve
ter havido uma boa razdo para a OpenAl ter come¢ado como uma iniciativa sem fins
lucrativos. Agora é um bom momento para revisitar essa raiz.

(*) Publicado originalmentte em https.//cyber.fsi.stanford.edu/gdpi/publication/taking-stock-
deepseek-shock
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Em 17 de dezembro de 2025 o presidente da 682 Sessdo Plenaria da 802 Assembleia Geral da
ONU (AGNU)1 aprovou por consenso a adocdo do “Documento final da reunido de alto nivel
sobre a revisdo geral da implementacdo dos resultados da Cipula Mundial sobre a Sociedade
da Informacdo +20”2. No entanto, os aplausos no grande saldo do edificio da ONU, as margens
do East River, foram contidos. Muitos governos se mostraram “igualmente insatisfeitos” com o
texto final e deixaram claro que “consenso” ndo significa “acordo”.

Um documento fraco ou um documento forte?

Os EUA rejeitaram todas as referéncias aos Objetivos de Desenvolvimento Sustentavel (ODS)?1,
género e clima, e expressaram reservas sobre uma longa lista de paragrafos. O G772 e a China
deixaram claro que, para eles, o pacote como um todo é muito fraco: ndo ha compromissos
financeiros claros para reduzir a exclusao digital, nem um papel reforcado para os governos na
governanca da Internet, nem mencao ao principio das responsabilidades comuns, porém
diferenciadas (RCPD)3.

A Russia mostrou-se insatisfeita com o papel do Alto Comissariado das Na¢des Unidas para os
Direitos Humanos, o Ira sentiu falta de um paragrafo importante sobre cooperacao
aprimorada, Israel se mostrou insatisfeito com as referéncias a problemas digitais em
“territdérios ocupados”, a Argentina discordou das referéncias a desinformacao e ao discurso
de 6dio, a Ucrania discordou do paragrafo que rejeita sang¢des unilaterais, a Ardbia Saudita e a
Nigéria se distanciaram das se¢des referentes a “violéncia sexual e de género” no paragrafo 11
e, paraa ndia, o texto como um todo nio foi considerado ambicioso o suficiente.

Por outro lado, o fato de, apds seis meses de consultas com as partes interessadas e
negocia¢des intergovernamentais, ninguém ter se oposto a adogdo do documento final, e
ninguém ter solicitado uma votacao, é motivo de celebracdo. A visao de 2005 de uma
“sociedade da informacao centrada nas pessoas, inclusiva e orientada para o
desenvolvimento”, baseada no direito internacional e nos direitos humanos, foi reafirmada
(paragrafo 1). O valor e os principios da cooperag¢do multissetorial foram reconhecidos como
“vitais para o desenvolvimento da sociedade da informacao” (paragrafo 2). E o Forum de
Governanga da Internet (FGI/IGF)# passou a ser permanente (paragrafo 99). Tudo isso sdao
boas noticias para os amigos da CMSI. A jornada da CMSI pode continuar. O documento final
da CMSI+20 é o ponto de partida para a CMSI+30 em 2035.

Todos no Saldo Plendrio do edificio da ONU entenderam que aquele ndo era um momento
histdrico, nem um avango que catapultasse a formulagdo de politicas digitais para um patamar
superior. Era o nivel mais basico, onde adversarios podiam concordar, independentemente das
contradi¢des que tivessem em outras dreas politicas. Mas a fragilidade do Documento Final da
CMSI+20 é provavelmente a sua forca. E sabido que vivemos tempos complexos.

Tendo em conta o contexto das tensdes geopoliticas e estratégicas, foi uma decisio sabia dos
dois cofacilitadores — os embaixadores da ONU da Albania e do Quénia — nao despertar
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questoes ja debatidas, trazendo para o centro das atengdes da CMSI+20 os controversos
problemas digitais da atualidade — cibercrime, ciberterrorismo, neocolonialismo digital,
tributacao digital, livre circulacdo transfronteirica de dados confiaveis, uso indevido de redes
sociais, vigilancia em massa, bloqueios da Internet, censura online, dominio das empresas de
tecnologia, sistemas de armas autdbnomas baseados na Internet, entre outros.

As ambigdes modestas preservaram a nobre visdo do passado e deixaram a porta aberta para
melhorias no futuro, quando o clima politico permitir avangos maiores. A CMSI+20
provavelmente ndo foi um "sucesso extraordindrio”, mas foi um sucesso, uma pequena luz de
esperanca em um cendrio politico sombrio. De uma perspectiva mais ampla, a CMSI+20 foi
apenas um marco em um processo que comec¢ou no inicio do milénio e continuara no futuro. O
fato de a corrente ndo ter se rompido na cidade de Nova York durante o rigoroso inverno
politico de 2025 é um resultado formidavel.

Velhas controvérsias em um novo ambiente

E interessante olhar para tras, para Genebra e Tunis. Ao final da primeira fase da CMSI (2003,
em Genebra) houve um acordo sobre seus Principios e Linhas de A¢do, mas nenhum acordo
sobre como financiar a exclusao digital e como governar a Internet.

No caminho para a segunda fase da CMSI (Tunis, 2005), dois 6rgaos subsididrios tentaram
solucionar os problemas: uma Forc¢a-Tarefa sobre Mecanismo Financeiro (FTMF) abriu
caminho para o estabelecimento de um Fundo Voluntdrio de Solidariedade Digital (FSD).Ja o
Grupo de Trabalho sobre Governancga da Internet (GTGI) propo0s a criagdo de um Férum de
Governanca da Internet (FGI/IGF) como plataforma de discussdao multissetorial, mas deixou
em aberto a questdo do papel que os governos deveriam desempenhar na governanca da
Internet.

Enquanto o FSD foi extinto em 2009 e a discussdo sobre um 6rgado intergovernamental da
Internet ndo produziu nada além de dois relatdrios controversos do Grupo de Trabalho sobre
Cooperacgao Aprimorada (GTCA) da Comissao sobre Ciéncia e Tecnologia para o
Desenvolvimento (CCTD/UNCSTD), o FGI prosperou e criou um ecossistema inico com uma
ampla gama de atividades intersessionais, 6rgaos subsidiarios e mais de 170 FGIs nacionais e
regionais.

Nao foi exatamente uma surpresa que, nas negociacdes finais da CMSI+20, tenhamos tido um
déja vu: ninguém contestou a proposta de tornar o FGI permanente. Mas as outras duas
questdes — o mecanismo financeiro e o papel dos governos — voltaram a mesa de
negociacdes. A diferenca entre 2005 e 2025 foi que, ha 20 anos, a Internet ainda era vista
principalmente como uma questdo técnica com algumas implicag¢des politicas. Hoje, os
problemas relacionados a Internet sdo questdes politicas altamente sensiveis com um
componente técnico. Isso tornou as antigas/novas controvérsias extremamente complexas.

Do documento de elementos ao documento final de resultados

As negociag¢des para o documento final comegaram em junho de 2025 com a publicacdo de um
“Documento de Elementos”, que foi amplamente debatido durante o FGI em Lillestrom,
Noruega, no férum da CMSI em Genebra e em duas rodadas de consultas com as partes
interessadas. As contribuicoes no debate permitiram que os cofacilitadores publicassem uma
“Versdo Zero” no final de agosto de 2025, que também foi discutida de forma aberta e
transparente em uma série de consultas publicas, com mais de cem comentarios por escrito
das partes interessadas. Observacdes criticas foram incorporadas a uma versao revisada (Rev.
1), publicada em 7 de novembro de 2025. Essa versao também foi examinada criticamente por
todas as partes interessadas, e as boas propostas serviram de base para uma segunda revisao
(Rev. 2). A Rev. 2 constituiu a base para as negociagdes finais, que comecaram em 9 de
dezembro de 2025, na Sala 12, na sede da ONU.

Quando os governos se reuniram (participantes nao estatais nao foram autorizados a



acompanhar as negociagdes finais), pareceu que a maioria estava bastante satisfeita com a
linguagem de compromisso da Revisdo 2. Mas, quando o grupo comecgou a analisar linha por
linha as 20 paginas, a temperatura na sala 12 do subsolo da sede da ONU foi ficando cada vez
mais fria. Na quinta-feira, 11 de dezembro, a maioria dos 127 paragrafos estava entre
parénteses.

Para acomodar todas as criticas, os dois cofacilitadores elaboraram uma terceira revisao (Rev.
3) e a distribuiram aos Estados-membros sob o "procedimento de siléncio”, na esperanca de
alcancar consenso. Mas, quando o grupo de negociacdo se reuniu novamente na sexta-feira, 12
de dezembro, o siléncio foi quebrado por alguns governos. Cinquenta e cinco dos 127
paragrafos da Rev. 3 foram contestados. E o governo dos EUA declarou que ndo estava em
condi¢cdes de apoiar o documento. Em outras palavras, todo o processo de revisao da CMSI+20
esteve a beira do colapso.

O que poderiam fazer os cofacilitadores em uma atmosfera tdo congelada, onde cada um
definia suas “linhas vermelhas”? Eles iniciaram consultas bilaterais com os mediadores do
siléncio e ofereceram outra versao de compromisso durante o fim de semana (Rev.4), mas essa
versdo também encontrou oposi¢do de diversos governos. Nesse momento, o presidente da
802 Assembleia Geral da ONU interveio e, durante a noite, elaborou a versao final de
compromisso, que foi apresentada na manha de terca-feira, no inicio da reunido ministerial de
alto nivel.

Com esse texto, ninguém ficou realmente satisfeito. Mas, no fim das contas, a Unido Europeia,
o Reino Unido, a Australia, o Canada, a Russia, o Ir3, a Arabia Saudita, o Iraque, Uganda, Cuba, o
G77,a China e até mesmo os EUA reconheceram que é melhor ter um documento fraco e
continuar o processo de 20 anos do que produzir outro desastre politico.

Mecanismo financeiro

Em relacdo ao financiamento, o consenso foi delegar a questdo a um grupo de trabalho para
elaborar propostas de acdes futuras até 2027. No entanto, esse novo grupo de trabalho nao
sera semelhante ao de 2004/2005. Desta vez, a Unido Internacional da Telecomunicagao (UIT)
foi convidada a criar um “Grupo de Trabalho interno para realizar uma avalia¢do das lacunas e
desafios e apresentar recomendacgdes concretas sobre o fortalecimento dos mecanismos
financeiros para o desenvolvimento digital nos paises em desenvolvimento” (paragrafo 67).
Para o G77 e a China, a criagdo de um grupo de trabalho para o financiamento da
transformacao digital era inegociavel. Os EUA, a UE e o Reino Unido se opuseram a criagdo de
uma nova instituicdo independente. Mas ambos os lados concordaram que é necessario
mobilizar recursos para o desenvolvimento de infraestrutura, para a capacitacao e para o
investimento em inteligéncia artificial (1A).

Ter agora uma forca-tarefa interna na UIT com o mandato de analisar as lacunas e os desafios
€ um compromisso razoavel, mas é, na verdade, uma proposta muito fragil. Analisar as lacunas
e os desafios para o desenvolvimento da infraestrutura de informacao é o que a UIT faz desde
a criacdo do seu setor UIT-D, ha mais de 30 anos. A esperanca é que a pressdo da CMSI+20
impulsione a UIT para um novo patamar e que ela va além da “Declaracdo de Baku”, adotada
em novembro de 2025 na Conferéncia Mundial de Desenvolvimento das Telecomunicacdes
(WTDC) da UIT, que declarou que “ninguém deve ficar para tras na era digital”.

Alicdo aprendida com o fracasso do FSD é que, em uma economia de mercado digital
altamente competitiva, a expectativa de que esse fundo ajude a reduzir a exclusao digital é
uma ideia ultrapassada. Foi interessante ouvir de muitos paises em desenvolvimento que eles
ndo esperavam dinheiro vivo dos paises ricos. Eles reivindicavam parceria igualitaria na
economia digital e participacdo equitativa na formulacao de politicas digitais globais. Reduzir
a exclusao digital é, principalmente, um desafio de criar incentivos para o investimento
privado em infraestrutura e aplicativos locais, bem como para parcerias publico-privadas



justas.

O ministro para assuntos digitais da Arabia Saudita, Abdullah Amer Alswaha, deixou claro que
0 pais precisa, antes de tudo, de oportunidades de emprego, educagdo digital e iniciativas
locais no Sul Global. Se 90% dos mestrandos em IA forem formados em apenas um idioma, o
resultado sera desequilibrado. Isso precisa mudar.

Governanga da Internet

Uma observagdo semelhante pode ser feita em relagdo ao papel dos governos na governanga
da Internet. O plano de alguns governos ap6s a Conferéncia de Tunis, de resolver os problemas
no campo digital por meio da criacdo de um Conselho Intergovernamental da Internet, ndao
funcionou nos ultimos 20 anos. E ndo funcionara no futuro. No entanto, alguns governos do
Sul Global, da Russia e de outros paises nao estdo satisfeitos com os mecanismos existentes,
que deixam as “operac¢des do dia a dia” na gestdo de recursos criticos da Internet nas maos de
atores ndo governamentais. Eles queriam aproveitar a CMSI+20 para introduzir a ideia de
“cooperagdo aprimorada” indiretamente no FGI, por meio da criacdo de uma “via
governamental do FGI” com o mandato de negociar recomendagdes.

Recentemente, em setembro de 2024, o Pacto Digital Global (PDG)> reconheceu o FGI como a
principal plataforma multissetorial para discussido de questdes de governanca da Internet.
Uma via governamental independente dentro do FGI teria alterado a natureza multissetorial
do férum. Isso era inaceitavel para os apoiadores do FGI.

A linguagem de compromisso no paragrafo 101 convida agora o FGI a “aprimorar suas
modalidades de trabalho e ampliar a participacdo de governos e outras partes interessadas de
paises em desenvolvimento e comunidades sub-representadas, trabalhando para estabelecer e
facilitar um didlogo entre governos com a participa¢do de todas as partes interessadas”.

A linguagem parcialmente confusa do paragrafo 101 reflete as dificuldades que alguns
governos tém em compreender a relacdo entre "multissetorialismo” e "multilateralismo".
Alguns governos desejam que a abordagem multissetorial esteja sob controle governamental.
Outros consideram os governos como atores independentes dentro do modelo multissetorial.

Alguns governos pensam em termos de hierarquias, com o governo no topo. Outros entendem
a sociedade moderna como uma rede, onde diferentes partes interessadas tém diferentes
responsabilidades, mas trabalham em conjunto em pé de igualdade. E a visdo de cima para
baixo versus a de baixo para cima. O paragrafo 101 ndo resolve o problema, mas permite a
continuidade do debate, mantendo a natureza multissetorial do FGI e convidando os governos
a desempenharem um papel mais ativo.

Multissetorialismo e multilateralismo

Este tema tem sido objeto de discussoes controversas desde o primeiro FGI em Atenas, em
2006. Ao longo dos anos, consolidou-se o entendimento de que os dois conceitos nao se
excluem mutuamente, mas devem ser vistos como complementares. O sistema
intergovernamental continua a desempenhar um papel importante, mas estd inserido num
ambiente multissetorial. O desenvolvimento de politicas digitais deve ser feito de baixo para
cima e incluir todas as partes interessadas, incluindo os governos, conforme proposto pela
definicdo de Governancga da Internet da Agenda de Tunis.

A CMSI+20 reafirmou a definicdo de Tunis (paragrafo 88), que afirma que “a governanca da
Internet é o desenvolvimento e a aplicacdo, por governos, setor privado e sociedade civil, em
seus respectivos papéis, de principios, normas, regras, procedimentos de tomada de decisao e
programas compartilhados que moldam a evolucao e o uso da Internet”.

Uma das conquistas do processo CMSI+20 foi o fortalecimento da abordagem multissetorial,
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em comparacdo com a Agenda de Tunis de 2005 e o Documento Final da CMSI+10 de 2015.
Nos 122 paragrafos da Agenda de Tunis, os termos “multissetorial” e “partes interessadas”
apareceram 22 vezes. Nos 71 paragrafos da CMSI+10, os dois termos apareceram 19 vezes.
Agora, temos 41 referéncias a abordagem multissetorial nos 127 paragrafos da CMSI+20.

Uma compreensdo aprimorada desse conceito hibrido também se reflete no capitulo
introdutoério. O paragrafo 3 “reafirma o valor e os principios da cooperacdo multissetorial”. O
paragrafo 4 reafirma o “principio da igualdade soberana de todos os Estados”. O documento
comeca com referéncias a abordagem multissetorial e continua com o papel dos governos. Em
outras palavras, reconhece que o multilateralismo intergovernamental estd inserido em um
ambiente multissetorial. Multissetorialismo e multilateralismo sdo duas faces da mesma
moeda. O que se faz necessario ndo é uma disputa entre as partes interessadas pela
“lideranga”, mas sim uma cooperac¢do aprimorada entre todas as partes interessadas
envolvidas, em seus respectivos papéis e em igualdade de condigdes.

E importante também que o Documento Final da CMSI+20 inclua, no paragrafo 94, uma
referéncia as “Diretrizes Multissetoriais de Sdo Paulo” da NetMundial, de abril de 20246. Essas
diretrizes foram além dos principios acordados de governanga da Internet e definiram com
mais detalhes o “como” da cooperacao multissetorial. Com essas diretrizes, a comunidade
agora possui um critério para mensurar o nivel real de multissetorialidade na formulagao de
politicas digitais. O fato de todos os 193 Estados-membros da ONU terem tomado
conhecimento dessas diretrizes representa um pequeno, porém importante, passo rumo ao
territdério ainda desconhecido do compartilhamento do desenvolvimento de politicas e da
tomada de decisOes entre as partes interessadas na era da ciberinterdependéncia.

Mas a realidade é que muitos governos apenas fingem apoiar o modelo multissetorial. Isso
também se refletiu nas modalidades do processo preparatério da CMSI+20. Embora tenha
havido um apoio formal ao modelo multissetorial, na pratica, ele foi organizado em duas
frentes de trabalho bastante separadas: consultas com atores ndo governamentais e
negociagdes entre governos. Apenas um pequeno nimero de governos participou das
consultas com atores ndo governamentais. E os atores ndo estatais foram excluidos das
negociagoes intergovernamentais.

A ideia de estreitar os lacos entre os dois grupos por meio da formac¢ao de um "Conselho
Consultivo Multissetorial Informal" (CCMI) era boa. No entanto, seu sucesso foi limitado. O
CCM]I, que contou com o apoio integral dos dois cofacilitadores, tentou envolver os governos
na discussdo ndo governamental, ofereceu "hordarios de atendimento" para as partes
interessadas e publicou declaragées. Mas nem mesmo o CCMI teve permissao para
permanecer como mero observador na sala de negociacao.

Agora, ap6s a CMSI+20, os governos tém a oportunidade, dentro de um FGI renovado, de
demonstrar o seu interesse genuino em compartilhar ideias e desenvolver politicas com
outras partes interessadas. E a ideia inovadora do CCMI como canal para organizar a
comunicagdo entre as partes interessadas merece ser considerada em negociagdes futuras.

Por outro lado, o FGI, seu Grupo Consultivo Multissetorial (MAG) e seu Painel de Lideranca
também precisam fazer seus deveres de casa. Devem reconsiderar as modalidades do FGI e
criar mais incentivos para o engajamento de todas as partes interessadas — governos,
parlamentares, grandes e pequenas empresas, sociedade civil, comunidade técnica e
académica — a fim de criar um ambiente que comprove que o FGI é de fato “a principal
plataforma multissetorial para discussao de questdes de governanca da Internet” e capaz de
produzir resultados tangiveis que possam ser utilizados por todas as partes interessadas. O
plano de estabelecer um novo “Grupo de Trabalho para o Aprimoramento do FGI” no ambito
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do MAG é uma ideia que poderia ser util para avancar nesse sentido.

Para cumprir esse papel, o FGI precisa de um or¢camento estavel e de um secretariado forte. O
papel do secretariado do FGI em Genebra é refor¢cado no pardgrafo 103, mas a questao do
financiamento do FGI permanece sem solu¢do. O documento final convida agora “o Secretario-
Geral da ONU, com o apoio do Departamento de Assuntos Econdmicos e Sociais das Nagdes
Unidas (DAESNU/UNDESA), a apresentar uma proposta a Assembleia Geral durante a sua 802
sessdo para garantir o financiamento sustentavel do Forum”. O mandato da 802 sessdo da
Assembleia Geral da ONU termina no inicio de setembro de 2026. Resta pouco tempo. Vamos
aguardar para ver.

Direitos humanos, inteligéncia artificial, governanca de dados e outras questoes

A lista de questdes levantadas no documento final da CMSI+20 é extensa. Inclui também
direitos humanos, economia digital, desenvolvimento digital, ciberseguranca, IA e governanca
de dados. No entanto, os capitulos sobre essas questdes apenas reafirmam o que ja havia sido
decidido em outros contextos e fazem referéncia a outros processos.

Na secdo sobre direitos humanos, hd uma confirmacao da resolucdo do Conselho de Direitos
Humanos, que afirma que as pessoas devem desfrutar dos mesmos direitos tanto offline
quanto online. Os paragrafos relacionados a liberdade de expressao, a protecao da privacidade
e a vigilancia em massa repetem a linguagem do documento da CMSI+10 e do PDG. A novidade
reside na formulagao clara do papel do Alto Comissariado das Nagdes Unidas para os Direitos
Humanos. Este é um passo importante para garantir que a CMSI esteja fundamentada nos
direitos humanos.

O PDG também é visto como a estrutura adequada para a discussao sobre IA e governancga de
dados. No ambito do PDG, dois novos 6rgaos da ONU para IA foram recentemente criados: o
Painel Cientifico Internacional sobre IA e o Didlogo Global sobre Governanca de IA. Esse
primeiro didlogo global ocorrera em Genebra, em julho de 2026, juntamente com o féorum da
CMSI. O PDG também recomendou a criacdo de um Grupo de Trabalho sobre Governanga
Digital (GTGD), que ja iniciou seus trabalhos na primavera de 2025 e deve apresentar seu
relatorio final 3 CCTD, em Genebra, até 2027.

A sec¢do sobre a economia digital apela a um “ambiente aberto, justo e ndo discriminatério
para o desenvolvimento digital” (paragrafo 30) e convida a “combater as concentrag¢des de
capacidade tecnolégica e poder de mercado, a fim de garantir que os beneficios da cooperacao
digital sejam distribuidos de forma justa” (paragrafo 31). Trata-se de uma linguagem bastante
polida que evita abordar questdes controversas como a tributagao digital, discutida no Grupo
de Negociagdes Internacionais (GNI) da Convencdo das Na¢des Unidas sobre Tributacao, ou o
Pacto de Comércio Digital, conforme debatido na OMC.

A secdo de cibersegurancga satida o estabelecimento do novo “Mecanismo Global” sobre
ciberseguranca no ambito da 12 Comissao da Assembleia Geral da ONU, como seguimento do
“Grupo de Trabalho Aberto”, mas ndo faz qualquer menc¢ao a Convengdo das Nagdes Unidas
contra o Cibercrime (Convencao de Handi ), que esta aberta para assinatura desde outubro de
2025. Ignora também as discussdes no ambito da Convencao sobre Armas Convencionais
sobre sistemas de armas auténomas baseados na Internet e o uso de IA no dominio militar.

Sera necessario ter maos habilidosas para coordenar todas essas atividades no futuro. A
CMSI+20 exige coeréncia e evita duplicagdo. De uma forma ou de outra, todos os novos
processos de formulacdo de politicas digitais tém suas raizes na CMSI e se baseiam no uso da
internet. A definicdo de governanga da Internet da Agenda de Tunis é ampla e também
relevante para a governanga cibernética, a governanca digital, a governanca da Internet das
Coisas, a governanca de dados ou a governancga da IA. Nao ha necessidade de reinventar a
roda.

Na medida em que é positiva, a CMSI esta agora intimamente ligada a revisao do PDG,



agendada para 2027, e a revisdo dos ODS, agendada para 2030. E também positivo que o papel
do Grupo das Nac¢oes Unidas para a Sociedade da Informacao seja reforcado e que o este tenha
recebido um mandato para promover o dialogo multissetorial (paragrafo 121).

[sso permite uma analise mais abrangente de todos os novos processos emergentes. A
arquitetura da CMSI continua a crescer. Ela agora engloba as Linhas de A¢ao da CMSI, os ODS
da ONU, o PDG, o FGI, o Féorum da CMSI com sede em Genebra, o Didlogo Global sobre
Inteligéncia Artificial, o Painel Cientifico Internacional sobre Inteligéncia Artificial e o GTGD da
CCTD.

Uma coordenacdo bem-sucedida exige uma relacdo estreita entre as diversas instituicoes e
escritérios da ONU. ECOSOC, ETDE e DAESNU, em Nova York, precisam trabalhar em conjunto
com o Secretariado do FGI, o CCTD e o GNUSI, em Genebra. Na sociedade da informacgao, tudo
esta interligado. O Painel de Alto Nivel da ONU sobre Cooperacao Digital estava certo quando
afirmou, ja em 2019: “Vivemos na era da ciberinterdependéncia”.

Governo dos EUA

Um novo problema no contexto da CMSI foi o papel do governo dos EUA. Por mais de 20 anos,
o governo dos EUA foi um parceiro construtivo no desenvolvimento da abordagem
multissetorial para a formulagdo de politicas digitais. Mas, apds a reunido da CCTD em abril de
2025, em Genebra, onde o governo dos EUA votou contra a resolu¢ao da CMSI+20, que
preparou o terreno para as negociacoes de revisdo da CMSI+20 em Nova York, permaneceu
incerta até o ultimo momento qual seria a posicao do governo dos EUA.

ApOs a apresentacdo da Rev.3, o governo dos EUA indicou que provavelmente convocaria uma
votacdo sobre o documento final da CMSI+20. Foi nesse momento que um grupo de
importantes organizacdes de tecnologia dos EUA se mobilizou e escreveu uma carta ao
Departamento de Estado americano, solicitando a continuidade do apoio dos EUA ao FGl e a
abordagem multissetorial.

Quando a reunido de alto nivel comecou na manha de ter¢a-feira com declaracées de governos
e representantes ndo governamentais, os EUA se abstiveram de tomar a palavra. Ndao houve
declaracdo dos EUA na tarde de terca-feira. Nem na manha de quarta-feira. Somente na sessao
da tarde de quarta-feira, os EUA tomaram a palavra como o tltimo orador e declararam que
ndo pediriam uma votacgdo, apesar de suas reservas em relacdo a muitas partes do texto final.
Em uma “Explicacdo de Posicdo” antes da votacado, o governo dos EUA se distanciou de varios
paragrafos do documento, mas declarou que continuara a apoiar a abordagem multissetorial.

E agora?

A CMSI+20 foi um teste de resisténcia para os governos, demonstrando que, apesar das
profundas controvérsias, os mecanismos multilaterais ainda estdo ativos e podem produzir
resultados. Mas, provavelmente, o mais importante foi o efeito mobilizador que a CMSI+20
teve sobre as partes interessadas ndo governamentais.

A Coalizdo Global pelos Direitos Digitais organizou a sociedade civil, a Coalizdo da
Comunidade Técnica para o Multissetorialismo uniu a comunidade técnica e a Cimara de
Comércio Internacional reuniu pequenas e grandes empresas em apoio aos principais valores
da CMS], como a abordagem multissetorial para a governancga da Internet. Os diversos grupos
de partes interessadas ndo governamentais publicaram documentos de posicionamento e
declaracdes com propostas concretas sobre como aprimorar a cooperacao multissetorial,
conforme o “Plano de Cinco Pontos para uma CMSI+20 Inclusiva”. O estabelecimento do CCMI
foi outra inovacao.

Essas atividades mostraram ao mundo que os principios da CMSI, como abertura,
transparéncia, responsabilidade, inclusdo, desenvolvimento participativo de politicas e
compartilhamento de normas, regras, principios, programas e tomada de decisoes, ndo sao



uma visao abstrata, mas fazem parte da realidade da comunidade da Internet.

Manter esse engajamento coordenado sera fundamental para a implementacdo dos
compromissos da CMSI+20. Um FGI renovado e aprimorado em 2026, as proximas reunides do
GTGD da CCTD, o Didlogo Global sobre Governanga de IA em Genebra, em julho de 2026, o
inicio do novo Mecanismo Global de Seguranca Cibernética em Nova York, em marco de 2026,
a Conferéncia de Plenipotenciarios da UIT no Catar, em novembro de 2026, e outros eventos ja
estdo preenchendo a agenda para o ano. E em 2027, a revisdo da Convencao sobre Didlogo
Global (PDG) estd logo ali.

Ellie McDonald e Lea Kaspar, da Global Partners Digital, uma ONG que coordenou o
engajamento da sociedade civil no processo da CMSI+20, resumiram o resultado final da
maneira correta:

“O resultado da CMSI+20 deve ser entendido como um ponto de transi¢do, e ndo como um
encerramento. A medida que a implementacdo comeca, a prestacdo de contas sera um teste
crucial da credibilidade da estrutura. Os compromissos assumidos no texto final — incluindo
os relativos a direitos humanos, abordagens multissetoriais e 0 combate as persistentes
desigualdades digitais — exigirdo acompanhamento constante. Uma tarefa fundamental para
a comunidade em geral serd monitorar a implementacdo e responsabilizar os governos pelos
compromissos assumidos. O fato de a CMSI funcionar como uma estrutura viva para a
cooperacdo digital ou se tornar meramente formal dependerd menos da linguagem acordada
do que de como esses compromissos serdo colocados em pratica no periodo subsequente.”
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Wolfgang Kleinwachter é Professor Emérito de Politicas e Regulagdo da Comunicacdo Internacional
no Departamento de Estudos de Midia e Informacao da Universidade de Aarhus, na Dinamarca. Ele
esta envolvido com questdes de governanga da Internet desde o inicio da década de 1990.
Participou ativamente da Clpula Mundial da Sociedade da Informacao (CMSI) da ONU, onde foi
membro do Grupo de Trabalho da ONU sobre Governanca da Internet (GTGI), do Férum de
Governanca da Internet (FGI), onde foi Conselheiro Especial da Presidéncia de 2006 a 2011, e da
ICANN, onde presidiu, entre outras funcdes, o Comité de Nomeac¢des (NomCom) e € membro do
Conselho da GNSO desde 2011. E cofundador do Didlogo Europeu sobre Governanca da Internet
(EURODIG) e membro do Grupo de Trabalho de Aprimoramento do FGI da UNCSTD. E também
fundador e presidente da “Escola de Verdo Europeia sobre Governanca da Internet” (EURO-SSIG).
Ja publicou e editou mais de 200 artigos e 12 livros.



Apéndice: Siglas no texto

Sigla PT-BR | Sigla EN Descrigao

AGNU UNGA Assembleia Geral das Nagdes Unidas

CCMI IMSB Conselho Consultivo Multissetorial Informal

CCTD UNCSTD Comissao sobre Ciéncia e Tecnologia para o Desenvolvimento
CMDT WTDC Conferéncia Mundial de Desenvolvimento da Telecomunicagéo
CMSI WSIS Cuapula Mundial da Sociedade da Informacao

DAESNU UNDESA Depto. de Assuntos Econdmicos e Sociais das Nagdes Unidas
ECOSOC ECOSOC Conselho Econémico e Social das Nagdes Unidas

ETDE ODET Escritério para Tecnologias Digitais e Emergentes

FGI IGF Férum de Governanca da Internet

FSD DSF Fundo de Solidariedade Digital

FTMF TFFM Forca-Tarefa sobre Mecanismo Financeiro

GCM MAG Grupo Consultivo Multissetorial [do IGF]

GNUSI UNGIS Grupo das Nacgdes Unidas para a Sociedade da Informacéao
GTCA WGEC Grupo de Trabalho sobre Cooperagao Aprimorada

GTGD DGWG Grupo de Trabalho sobre Governanca Digital

IA Al Inteligéncia Atrtificial

oDS SDG Objetivos de Desenvolvimento Sustentavel

OoMC WTO Organizagcao Mundial do Comércio

PDG GDC Pacto Digital Global




RCPD

CBDR

Responsabilidades Comuns Porém Diferenciadas

uiT

ITU

Uniao Internacional da Telecomunicagao
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